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Probing the nucleon structure
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e

p

Q: How to probe the structure of matter at the smallest length-scales?

A: Hit it as hard as you can and see what comes out

But what is it that we are probing at sub-nucleon level? : Need help from theory!



At the heart of it all: Collinear factorisation of QCD
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dσAB→k+X(Q2)
Q�ΛQCD

=
∑

i,j,X′

fA
i (Q2)⊗ dσ̂ij→k+X′(Q2)⊗ fB

j (Q2) + O(1/Q2)

The cross section for producing an
inclusive final state k + X can be
described as a convolution of. . .

. . .Coefficient Functions dσ̂ij→k+X′
which

are calculable from perturbative QCD. . .

. . . and Parton Distribution Functions fAi , fBj
which contain long-range physics and cannot
be obtained by perturbative means. . .

. . . plus “Higher Twist” corrections
which are suppressed at high enough
momentum scale Q� ΛQCD

The PDFs fA
i (x,Q2) are universal, process independent,

and obey the DGLAP equations Q2∂f
A
i

∂Q2
=
∑

j

Pij ⊗ fA
j

fraction of momentum
carried by the parton

factorisation scale

parton flavour

parent hadron
or nucleus

splitting functions

Mellin conv.

. . . this is the framework which every PDF analysis and application relies on and tests!



Basic processes – leptonic final states
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Deep inelastic scattering (DIS)

γ∗, Z,W±

q′

q

h(P )

l(k) l′(k′)

X

For the photon-mediated case:

d2σDIS

dxdQ2
=

d2σ̂

dxdQ2

∑

i∈{q,q̄}
e2
i f

h
i (x,Q2) + NLO

corrections

Q2 = −(k − k′)2

x =
Q2

2P · (k − k′)





:access scale and momentum-
fraction dependence through
external kinematics

Drell-Yan (DY)

q′

q̄

γ∗, Z,W±

h(P )

h′(P ′)

l(k)

l′(k′)

X

X

The photon-mediated case:

d2σDY

dydM2
=

4πα2
e.m.

9M4

∑

i∈{q,q̄}
e2
ix1x2f

h
i (x1,M

2)fh
′

ī (x2,M
2)

+ NLO
corrections

M2 = (k + k′)2 = x1x2s

y =
1

2
log

(k0 + k′0) + (k3 + k′3)

(k0 + k′0)− (k3 + k′3)
=

1

2
log

x1

x2



Basic processes – hadronic final states
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Hadron-production

i

j

k

h(P )

h′(P ′)

h′′(P ′′)

X

X

X

X

σh+h′→h′′+X =
∑

i,j,k∈{q,q̄,g}
fhi ⊗ fh

′
j ⊗ σ̂ij→k+X ⊗Dh′′

k

Account for the hadronization effects with the
parton to hadron fragmentation functions Dh′′

k

: a source of uncertainty for PDF fits

Jet-production

i

j

h(P )

h′(P ′)

jet
X

X

X

σh+h′→jet+X =
∑

i,j∈{q,q̄,g}
fhi ⊗ fh

′
j ⊗ σ̂ij→jet+X

Additional complications:
need an IR-safe definition of a jet
non-perturbative corrections



Why nuclear PDFs?
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Nuclear PDFs in the beginning of the LHC era
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Abstract

The status of the global fits of nuclear parton distributions (nPDFs) is reviewed. In addition
to comparing the contemporary analyses of nPDFs, difficulties and controversies posed by the
neutrino-nucleus deeply inelastic scattering data is overviewed. At the end, the first dijet data
from the LHC proton+lead collisions is briefly discussed.

1. Introduction

The experimental evidence for the appearance of non-trivial nuclear modifications in hard-
process cross sections is nowadays well known. The “canonical” example is the deeply inelastic
scattering (DIS), in which the ratio σ("±+nucleus)/σ("±+deuteron) displays the typical pattern of
nuclear effects [1]: small-x shadowing, antishadowing, EMC-effect, and Fermi motion. A cartoonic
picture is shown in Fig. 1. The central theme in the global analyses of nuclear parton distributions

Figure 1: Typical nuclear effects seen in the DIS measurements.

fA
i (nPDFs), is to find out whether, and to what extent (in which processes, in which kinematic

conditions) such effects can be interpreted in terms of standard collinear factorization [2, 3], for
example, in the case of DIS,

σ!+A
DIS =

∑

i

fA
i (µ2

fact)︸ ︷︷ ︸
nuclear PDFs, obey
the usual DGLAP

⊗ σ̂!+i
DIS(µ

2
fact, µ

2
ren)︸ ︷︷ ︸

usual pQCD
coefficient functions

+ O (1/Qn) , (1)

Email address: hannu.paukkunen@jyu.fi (Hannu Paukkunen)

Preprint submitted to Nuclear Physics A April 10, 2014

We can use the same processes to
study the parton content of nuclei

Observe significant modifications
compared to the free-nucleon case!

f
p/A
i

bound-proton PDF
(x,Q2) 6= fpi

free-proton PDF
(x,Q2)



Nuclear PDFs from global analyses
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Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 413Nuclear PDFs (nPDFs)
are fitted with similar global analyses
as their free-proton counterparts

: rely only to the QCD collinear
factorisation

: model-agnostic way to study
the nuclear effects

Multi-observable fit needed to
constrain individual flavours,
minimise:

χ2
tot =

∑

k

(Dk−Tk)T Ck
−1 (Dk−Tk)

da
ta

th
eo
ry

co
v.

Sum over data sets

Correlations important!



Example parametrization: EPPS21
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Define nuclear PDFs in terms of

f
p/A
i

bound-proton PDF
(x,Q2) =

nuclear modification

R
p/A
i (x,Q2) fpi

free-proton PDF
(x,Q2)

PDFs of the full nucleus are then constructed with

fAi (x,Q2) = Zf
p/A
i (x,Q2) +Nf

n/A
i (x,Q2),

and assuming fp/Ai

isospin←→ f
n/A
j

Parametrize the x and A dependence of
R

p/A
i (x,Q2

0) at Q0 = mcharm = 1.3 GeV

I Use a phenomenologically motivated
piecewise function in x

I Use a power-law type function in A

Fermi motion

EMC effect

antishadowing

shadowing

10−4 10−3 10−2 10−1
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1
x

R
p
/
A

i
(x
,Q

2 0
)

25 50 75 100 125 150 175 200
0.8

0.9

1

1.1

1.2

1.3

1.4

1

A

R
p
/
A

i
(x
,Q

2 0
)



Recent nPDF global fits
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Order in αs

lA NC DIS
νA CC DIS
pA DY
πA DY

RHIC dAu π0,π±

LHCpPb π0,π±,K±

LHC pPb dijets
LHC pPb D0

LHC pPb W,Z
LHC pPb γ

Q,W cut in DIS
pT cut in D0,h-prod.

Data points
Free parameters
Error analysis

Free-proton PDFs
Free-proton corr.
HQ treatment
Indep. flavours

Reference

KSASG20
NLO & NNLO

X
X
X

1.3, 0.0 GeV
N/A
4353
9

Hessian
CT18
no

FONLL
3

PRD 104, 034010

nCTEQ15WZSIH∗

NLO
X

X

X
X

X

2.0, 3.5 GeV
3.0 GeV
948
19

Hessian
∼CTEQ6M

no
S-ACOT

5

PRD 104, 094005

TUJU21
NLO & NNLO

X
X

X

1.87, 3.5 GeV
N/A
2410
16

Hessian
own fit
no

FONLL
4

arXiv:2112.11904

EPPS21
NLO
X
X
X
X
X

X
X
X

1.3, 1.8 GeV
3.0 GeV
2077
24

Hessian
CT18A
yes

S-ACOT
6

EPJC 82, 413

nNNPDF3.0
NLO
X
X
X

X
X
X
X

1.87, 3.5 GeV
0.0 GeV
2188
256

Monte Carlo
∼NNPDF4.0

yes
FONLL

6

arXiv:2201.12363
∗see also arXiv:2204.09982, arXiv:2204.13157
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High-x DIS – JLab Hall-C and CLAS
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data from: Seely et al., PRL 103 (2009) 202301
CLAS Collaboration, Nature 566 (2019) 354
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DIS in the “transition
region” W & 1.7 GeV
just above the
resonance-dominated one

Target-mass corrections
important!

Deuterium and
higher-twist corrections
can improve the fit

Segarra et al.,
PRD 103 (2021) 114015

but are not necessary to
describe the data

Paukkunen & Zurita,
EPJC 80 (2020) 381

Eskola, PP, Paukkunen, Salgado,
EPJC 82 (2022) 413



W bosons in pPb at 8.16 TeV
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data from: CMS Collaboration, PLB 800 (2020) 135048
pp baseline: CMS Collaboration, EPJC 76 (2016) 469

Abdul Khalek et al., arXiv:2201.12363
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Figure C.2. Same as Fig. C.1 for LHC datasets on gauge boson production in pPb collisions, specifically for the
ATLAS and CMS Z production measurements at 5.02 TeV, and the charged lepton rapidity distributions for W+ and
W� collisions from CMS at 5.02 TeV and 8.16 TeV.

Concerning the o↵-peak invariant mass region, 15  Mµµ̄  60 GeV, the theory undershoots the data by
a factor which is more or less rapidity independent and that could be explained by the absence of NNLO
QCD corrections, which are known to be non-negligible in this kinematic region.

Finally, Fig. C.4 compares the NLO QCD calculations based on nNNPDF3.0 with the CMS measure-
ments of dijet production at 5.02 TeV presented in terms of the ratio between pPb and pp spectra. These
measurements are presented as a function of the dijet rapidity ⌘dijet in five bins of the dijet average transverse
momentum pavg

T,dijet. We find how in general there is good agreement between the CMS data and the theory

calculations for most of the range in ⌘dijet and pavg
T,dijet covered. One di↵erence with the LHC electroweak

46

Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 413

R
p
P
b

lepton rapidity (c.m. frame)

EPPS16
EPPS21 nuclear err.
EPPS21 full err.

isospin only

CMS W+, pPb,
√
s = 8.16 TeV

EW bosons important probes of flavour separation

ud̄ (cs̄)→W+

ūd (c̄s)→W−

Small-x, high-Q2 quarks and gluons correlated by
DGLAP evolution : sensitivity to gluons

nCTEQ15WZSIH, TUJU21 and nNNPDF3.0
fit to absolute cross sections

EPPS21 uses nuclear-modification ratios
to cancel proton-PDF uncertainties

Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 271



Mitigating free-proton PDF uncertainty
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data from: CMS Collaboration, PLB 800 (2020) 135048
pp baseline: CMS Collaboration, EPJC 76 (2016) 469

Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 271
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Absolute pPb cross sections
sensitive to proton-PDF
uncertainties!

Difficult to disentangle
nuclear modifications
from free-proton d.o.f.s

nCTEQ15WZSIH, TUJU21
and nNNPDF3.0 fit to
absolute cross sections

Wherever possible, EPPS21
uses nuclear modification ratios
to cancel the free-proton-PDF
uncertainties
: can still become relevant

with LHC Run 3 statistics
Eskola, PP, Paukkunen, Salgado,

EPJC 82 (2022) 271



Propagating free-proton PDF uncertainty

13 / 28

CT18A
central set

fit nuclear
modifications

Hessian error
analysis
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error sets

fit nuclear
modifications
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central set
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baseline error sets

EPPS21
nuclear error
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CMS W−, pPb,
√
s = 8.16 TeV

R
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b
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EPPS21 nuclear err.
EPPS21 full err.

isospin only

CMS W+, pPb,
√
s = 8.16 TeVEPPS21: fit nuclear

modifications for each
CT18A error set separately
: subleading effect

nNNPDF3.0 uses similar
approach in Monte Carlo
framework



Z bosons in pPb at 8.16 TeV
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data from: CMS Collaboration, JHEP 05 (2021) 182
pp baseline: CMS Collaboration, EPJC 75 (2015) 147
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Figure 4.8. Comparison between the NLO QCD theory predictions based on the nNNPDF3.0 and nNNPDF3.0 (no
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T,dijet bins of the CMS
p

s = 5.02 TeV dijet

production measurement (upper) and for the two dimuon invariant mass bins from the CMS
p

s = 8.16 Z production
measurement (bottom panels).

Figure 4.9. The dependence with the atomic mass number A of the pulls defined in Eq. (4.2) in nNNPDF3.0 for
a range of nuclei from deuterium (A = 2) up to lead (A = 208). Recall from Eq. (4.2) that nuclear modifications
associated to the di↵erent numbers of protons and neutrons have already been accounted for.
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Abdul Khalek et al., arXiv:2201.12363

New Run 2 data from CMS
CMS Collaboration, JHEP 05 (2021) 182

nNNPDF3.0 include both low-mass and on-peak data
RpPb studied in EPPS21 : not included in the final fit

Both EPPS21 and nNNPDF3.0 observe some tension
between the data and fit

abrupt change in the shape at midrapidity
NNLO to cure for the low-mass data?

Abdul Khalek et al., arXiv:2201.12363

EPPS21
nNNPDF3.0

χ2/Ndata

2.1
2.49
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CMS Collaboration, PRL 121 (2018) 062002

and the corresponding pPb results, are available in the
Supplemental Material [57], which includes Refs. [14,15,
18,58,59]. In order to construct an observable that is
relatively insensitive to the pp PDF calculation [41], the
ratios of the pPb and pp reference distributions, individu-
ally normalized to one, are chosen. This assumption was
tested by comparing the NLO spectra ratio in pQCD
calculations with CT14 and MMHT14 PDFs [60]. The
shape of the ratios of the pPb and pp distributions in data
are compared with NLO pQCD calculations based on the
EPS09 and DSSZ nPDFs in Fig. 2. In addition, in Fig. 3,
the ratio of the pPb=pp ηdijet distributions in data is
compared also to that from calculations based on the
nCTEQ15 and EPPS16 nPDFs, for 115 < pave

T <
150 GeV. The ratios of pPb and pp data are seen to
deviate significantly from unity in the small (EMC) and
large (shadowing) ηdijet regions. In the interval ηdijet < −1,
which is sensitive to the gluon EMC effect, NLO pQCD
calculations with EPS09 nPDF match the data at the edge
of the theoretical uncertainty, while the calculations with
DSSZ nPDF, where no gluon EMC effect is present in the
global fit, overpredict the data.
The differences between data and the various NLO

pQCD calculations with nPDFs in the interval ηdijet<−1
are quantified by comparing the two distributions with a χ2

test, taking into account the point-to-point correlations
from the nPDFs. The uncertainties from data are taken to be
uncorrelated point to point. For 115 < pave

T < 150 GeV,
the p values from the test are 0.19, < 10−8, and < 10−8 for
the EPS09, DSSZ, and nCTEQ15 nPDFs, respectively.
Across the full pave

T range, the p values for EPS09 range
from 0.19 to 0.95, whereas the p values for the DSSZ and

nCTEQ15 nPDFs are never larger than 0.015. This shows
that, with a p-value cutoff of 0.05, the data are incompatible
with the DSSZ and nCTEQ15 nPDFs, but not incompatible
with EPS09. This supports the interpretation of the RHIC
pion data by the EPS09 nPDF, in which the modification
of the pion spectra gives rise to the gluon EMC effect.
The data also show smaller shadowing, antishadowing, and
EMC effects than what is implemented in the nCTEQ15
PDF set. The results are consistent with EPPS16 with
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FIG. 2. Ratio of pPb to pp ηdijet spectra compared to NLO pQCD calculations with DSSZ [18] and EPS09 [14] nPDFs, using CT14
[58] as the baseline nucleon PDF. Red boxes indicate systematic uncertainties in data and the height of the NLO pQCD calculation boxes
represent the nPDF uncertainties.
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FIG. 3. Ratio of theory to data, for the ratio of the pPb to pp
ηdijet spectra for 115 < pave
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the NLO pQCD calculations of DSSZ [18], EPS09 [14],
nCTEQ15 [15], and EPPS16 [16] nPDFs, using CT14 [58] as
the baseline PDF. Red boxes indicate the total (statistical and
systematic) uncertainties in data, and the error bars on the points
represent the nPDF uncertainties.
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062002-4

Double ratio convenient for:

Cancellation of hadronization and
luminosity uncertainties separately
for pPb and pp

: do not expect strong
final-state effects

Cancellation of free-proton-PDF
and scale uncertainties in pPb/pp

: direct access to nuclear
modifications

Eskola, PP, Paukkunen, EPJC 79 (2019) 511
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data from: CMS Collaboration, PRL 121 (2018) 062002
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Figure 4.8. Comparison between the NLO QCD theory predictions based on the nNNPDF3.0 and nNNPDF3.0 (no
LHCb D) fits with the corresponding experimental data for the first two pavg

T,dijet bins of the CMS
p

s = 5.02 TeV dijet

production measurement (upper) and for the two dimuon invariant mass bins from the CMS
p

s = 8.16 Z production
measurement (bottom panels).

Figure 4.9. The dependence with the atomic mass number A of the pulls defined in Eq. (4.2) in nNNPDF3.0 for
a range of nuclei from deuterium (A = 2) up to lead (A = 208). Recall from Eq. (4.2) that nuclear modifications
associated to the di↵erent numbers of protons and neutrons have already been accounted for.
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:

Abdul Khalek et al., arXiv:2201.12363

Drastic reduction in the nPDF uncertainties!
: Important constraints for the nuclear gluons!

Eskola, PP, Paukkunen, EPJC 79 (2019) 511
Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 413

Abdul Khalek et al., arXiv:2201.12363

Both EPPS21 and nNNPDF3.0 find difficulties
in reproducing the most forward data points
: missing data correlations important?
: NNLO? non-pert. effects?



D0s in EPPS21 and nNNPDF3.0
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data from: LHCb Collaboration, JHEP 10 (2017) 090
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Figure 4.3. Comparison between the LHCb data on D0-meson production from pPb collisions in the forward region
and the corresponding theoretical predictions based on the nNNPDF3.0 prior set described in Sect. 3.4. The ratio
between D0-meson spectra in pPb and pp collisions, RpPb in Eq. (2.3), is presented in four bins in D0-meson rapidity

yD0

as a function of the transverse momentum pD0

T . We display separately the PDF and scale uncertainty bands, and
the bottom panels show the ratios to the central value of the theory prediction based on the prior.

TeV. The di↵erences and similarities between the proton PDF boundary conditions used for the nNNPDF3.0
and nNNPDF3.0 (no LHCb D) fits and their nNNPDF2.0 counterpart were studied in Fig. 3.1. Subsequently,
the LHCb data for RpPb in the forward region is added to this prior nPDF set using reweighting.

Fig. 4.3 displays the comparison between the LHCb data for RpPb, Eq. (2.3), for D0-meson production
in pPb collisions (relative to that in pp collisions) in the forward region, and the corresponding theoretical
predictions based on this nNNPDF3.0 prior set. The LHCb measurements are presented in four bins in D0-
meson rapidity yD0

as a function of the transverse momentum pD0

T , and we display separately the PDF and
scale uncertainty bands, and the bottom panels show the ratios to the central value of the theory prediction.

From Fig. 4.3 one can observe how PDF uncertainties of the prior (that does not yet contain RpPb

D0-meson data) are very large, and completely dominate over the uncertainties due to missing higher order
(MHOs), for the whole kinematic range for which the LHCb measurements are available. The uncertainties
due to MHOs (or scale uncertainties) are evaluated here by independently varying the factorisation and
renormalisation scales around the nominal scale µ = Ec

T with the constraint 1/2  µF /µR  2, and
correlating those scales choices between numerator and denominator of the ratio observable defined in
Eq. (2.3). Furthermore, these PDF uncertainties are also much larger than the experimental errors, especially
for the bins in the low pD0

T region which dominate the sensitivity to the small-x nPDFs of lead. Within
these large PDF uncertainties, the predictions based on the nNNPDF3.0 prior fit agree well with the LHCb
measurements. This feature makes the LHCb forward RpPb data amenable to inclusion in a nPDF analysis,
as opposed to the situation with the corresponding measurements in the backward region, shown in Fig. 4.4,
where uncertainties due to MHOs are larger than both PDF and experimental uncertainties. Because of
this, the LHCb backward RPbp data are not further considered in the nNNPDF3.0 analysis. Considering

19

Abdul Khalek et al., arXiv:2201.12363

Drastic reduction in the nPDF uncertainties!
: Important constraints for the nuclear gluons!

Kusina et al., PRL 121 (2018) 052004
Eskola, Helenius, PP, Paukkunen, JHEP 05 (2020) 037
Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 413

Abdul Khalek et al., arXiv:2201.12363

nNNPDF3.0 with POWHEG+PYTHIA finds a
large scale uncertainty : fit only forward data

not seen in the S-ACOT-mT GM-VFNS used
in EPPS21 Helenius & Paukkunen, JHEP 05 (2018) 196

Eskola, Helenius, PP, Paukkunen, JHEP 05 (2020) 037



Heavy-flavour production mass schemes
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FFNS
In fixed flavour number scheme, valid at small
pT, heavy quarks are produced only at the
matrix element level

Contains log(pT/m) and O(m) terms

DQ→h

ZM-VFNS
In zero-mass variable flavour number scheme,
valid at large pT, heavy quarks are treated as
massless particles produced also in ISR/FSR

Resums log(pT/m) but ignores O(m) terms

DQ→h

− subtraction term +

GM-VFNS
A general-mass variable flavour number scheme combines the two by supplementing subtraction
terms to prevent double counting of the resummed splittings, valid at all pT

Resums log(pT/m) and includes O(m) terms in the FFNS matrix elements

Important: includes also gluon-to-HF fragmentation – large contribution to the cross section!



Single-inclusive hadrons – nCTEQ15WZSIH
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FIG. 6. Comparison of data for nuclear ratios RAA0 for pion, kaon, and eta production with theoretical predictions at NLO QCD using
nCTEQ15WZ nuclear PDFs and different FFs. The predictions are scaled by the inverse of their fitted normalization. The uncertainties
of the DSS fragmentation functions are shown as purple bands. The gray region shows the data that are cut from the fits.

P. DUWENTÄSTER et al. PHYS. REV. D 104, 094005 (2021)

094005-8

Duwentäster et al., PRD 104 (2021) 094005

data from: PHENIX Collaboration, PRL 98 (2007) 172302
STAR Collaboration, PLB 637 (2006) 161

PRC 81 (2010) 064904
ALICE Collaboration, PLB 760 (2016) 720

EPJC 78 (2018) 624
PLB 827 (2022) 136943

Complementary
gluon constraints
from π0, π±,K±

production

Fragmentation
Functions
partially cancel in
nuclear ratios

nCTEQ15WZSIH
fits to the data
from PHENIX,
STAR and ALICE
with a cut at
pT > 3 GeV



Comparing nuclear and proton PDFs – u and d
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Comparing nuclear and proton PDFs – ū and d̄
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Comparing nuclear and proton PDFs – s and c
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Comparing nuclear and proton PDFs – glue

20 / 28

u

d
g

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p i

(x
,
Q

2
=

1
0

G
eV

2
) CT18A NLO, 90% CL errors

proton

u

d

g

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1
2
0
8
x
f

P
b

i
(x
,
Q

2
=

1
0

G
eV

2
) EPPS21 NLO, 90% CL errors

lead

g

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
i

(x
,
Q

2
=

10
G

eV
2
) EPPS21 NLO, 90% CL errors

RPb
i =

fPb
i

Zfp
i +Nfn

i



Comparing nuclear and proton PDFs – glue

20 / 28

u

d
g

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p i

(x
,
Q

2
=

1
0

G
eV

2
) CT18A NLO, 90% CL errors

proton

u

d

g

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1
2
0
8
x
f

P
b

i
(x
,
Q

2
=

1
0

G
eV

2
) EPPS21 NLO, 90% CL errors

lead

g

antishadowing!

shadowing!

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
i

(x
,
Q

2
=

10
G

eV
2
) EPPS21 NLO, 90% CL errors

RPb
i =

fPb
i

Zfp
i +Nfn

i



nPDF comparison – glue

21 / 28
10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p g

(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

proton

CT18ANLO

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1
2
0
8
x
f

P
b

g
(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

lead

EPPS21

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
g

(x
,
Q

2
=

10
G

eV
2
) 90% CL errors

RPb
g =

fPb
g

Zfp
g +Nfn

g

EPPS21

EPPS21: incl.-hRHIC D0fwd
bwd jets W,Z



nPDF comparison – glue

21 / 28
10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p g

(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

proton

CT18ANLO
nNNPDF3.0

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1
2
0
8
x
f

P
b

g
(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

lead

EPPS21
nNNPDF3.0

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
g

(x
,
Q

2
=

10
G

eV
2
) 90% CL errors

RPb
g =

fPb
g

Zfp
g +Nfn

g

EPPS21
nNNPDF3.0

EPPS21: incl.-hRHIC D0fwd
bwd jets W,Z

nNNPDF3.0: D0fwd jets W,Z



nPDF comparison – glue

21 / 28
10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p g

(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

proton

CT18ANLO
nCTEQ15WZSIH

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1
2
0
8
x
f

P
b

g
(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

lead

EPPS21
nCTEQ15WZSIH

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
g

(x
,
Q

2
=

10
G

eV
2
) 90% CL errors

RPb
g =

fPb
g

Zfp
g +Nfn

g

EPPS21
nCTEQ15WZSIH

EPPS21: incl.-hRHIC D0fwd
bwd jets W,Z

nNNPDF3.0: D0fwd jets W,Z
nCTEQ15WZSIH: incl.-hRHIC

LHC W,Z



nPDF comparison – glue

21 / 28
10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p g

(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

proton

CT18ANLO
TUJU21NLO

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1
2
0
8
x
f

P
b

g
(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

lead

EPPS21
TUJU21NLO

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
g

(x
,
Q

2
=

10
G

eV
2
) 90% CL errors

RPb
g =

fPb
g

Zfp
g +Nfn

g

EPPS21
TUJU21NLO

EPPS21: incl.-hRHIC D0fwd
bwd jets W,Z

nNNPDF3.0: D0fwd jets W,Z
nCTEQ15WZSIH: incl.-hRHIC

LHC W,Z
TUJU21: W,Z



nPDF comparison – glue in oxygen

22 / 28
10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

x
f
p g

(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

proton

CT18ANLO
nNNPDF3.0
nCTEQ15WZSIH

10−5 10−4 10−3 10−2 10−1
0

3

6

9

12

15

18

1
x

1 1
6
x
f

O g
(x
,
Q

2
=

1
0

G
eV

2
) 90% CL errors

oxygen

EPPS21
nNNPDF3.0
nCTEQ15WZSIH

10−5 10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
O g

(x
,
Q

2
=

10
G

eV
2
) 90% CL errors

RO
g =

fO
g

Zfp
g +Nfn

g

EPPS21
nNNPDF3.0
nCTEQ15WZSIH

nPDFs a major source of uncertainty in testing
small-system energy loss with OO

Brewer et al., PRD 105 (2022) 074040
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only dAu and pPb!
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DIS DY/W/Z hadr. Counting ratios A1/A2 only for the heavier nucleus

∼ 50% of the data points are for Pb!

� Good coverage of DIS measurements for different A (but only fixed target!)

À DY data more scarce, but OK A coverage

� Hadronic observables available only for heavy nuclei!

Light-ion runs at LHC could:

Complement other light-nuclei DY data with W and Z production (strangeness!)

Give first direct constraints (e.g. dijets, D-mesons) on light-nuclei small-x gluon distributions!



Dijet production in pO at 9.9 TeV
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PP, PRD 105 (2022) L031504

Similar setup as in CMS 5.02 TeV pPb measurement

Total integrated pO cross section of 81 µb

Compare with ∼ 330 µb in pPb at 5.02 TeV

Sufficient to give reasonable statistics even at
relatively low luminosities

16000 events at 0.2 nb−1

486000 events at 6 nb−1

Problem: absolute cross sections very sensitive to
the used free-proton PDFs

Difficult to disentangle nuclear modifications
from the free-proton d.o.f.s

Problem: We do not expect pp reference at 9.9 TeV

Could we use a mixed energy ratio
pO(9.9 TeV)/pp(8.8 TeV)?
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Dijet RpO in pO at 9.9 TeV
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PP, PRD 105 (2022) L031504

Problem: We do not expect pp reference at 9.9 TeV

Could we use a mixed energy ratio
pO(9.9 TeV)/pp(8.8 TeV)? Yes!

Excellent cancellation of free-proton PDFs

: Direct access to nuclear modifications

Already few nb−1 can be expected to be enough
to put new constraints on nPDFs (if we have
sufficient statistics for the pp reference)

: Can resolve different nPDF parametrisations!
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Triple-differential dijets in pPb?
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Fig. 1 Illustration of the dijet event topologies in the y∗ and yb kine-
matic plane. The dijet system can be classified as a same-side or
opposite-side jet event according to the boost yb of the two leading
jets, thereby providing insight into the parton kinematics

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromag-
netic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter (HCAL), each composed of a barrel and two
endcap sections. The silicon tracker measures charged par-
ticles within the pseudorapidity range |η| < 2.5. It consists
of 1440 silicon pixel and 15 148 silicon strip detector mod-
ules. The ECAL consists of 75 848 lead tungstate crystals,
which provide coverage in pseudorapidity |η| < 1.48 in a
barrel region and 1.48 < |η| < 3.0 in two endcap regions.
In the region |η| < 1.74, the HCAL cells have widths of
0.087 in pseudorapidity and 0.087 in azimuth (φ). In the
η-φ plane, and for |η| < 1.48, the HCAL cells map on to
5 × 5 arrays of ECAL crystals to form calorimeter tow-
ers projecting radially outwards from close to the nominal
interaction point. For |η| > 1.74, the coverage of the tow-
ers increases progressively to a maximum of 0.174 in ∆η

and ∆φ. Within each tower, the energy deposits in ECAL
and HCAL cells are summed to define the calorimeter tower
energies, subsequently used to provide the energies and direc-
tions of hadronic jets. The forward hadron (HF) calorimeter
extends the pseudorapidity coverage provided by the bar-
rel and endcap detectors and uses steel as an absorber and
quartz fibers as the sensitive material. The two halves of the

HF are located 11.2 m from the interaction region, one on
each end, and together they provide coverage in the range
3.0 < |η| < 5.2. Muons are measured in gas-ionisation
detectors embedded in the steel flux-return yoke outside the
solenoid.

A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the rele-
vant kinematic variables, can be found in Ref. [16].

3 Event reconstruction and selection

Dijet events are collected using five single-jet high-level trig-
gers [17,18], which require at least one jet with pT larger
than 80, 140, 200, 260, and 320 GeV, respectively. At trig-
ger level the jets are reconstructed with a simplified version
of the particle-flow (PF) event reconstruction described in
the following paragraph. All but the highest threshold trig-
ger were prescaled in the 2012 LHC run. The triggers are
employed in mutually exclusive regions of the pT,avg spec-
trum, cf. Table 1, in which their efficiency exceeds 99%.

The PF event algorithm reconstructs and identifies parti-
cle candidates with an optimised combination of information
from the various elements of the CMS detector [19]. The
energy of photons is directly obtained from the ECAL mea-
surement, corrected for zero-suppression effects. The energy
of electrons is determined from a combination of the electron
momentum at the primary interaction vertex as determined
by the tracker, the energy of the corresponding ECAL clus-
ter, and the energy sum of all bremsstrahlung photons spa-
tially compatible with originating from the electron track.
The energy of muons is obtained from the curvature of the
corresponding track. The energy of charged hadrons is deter-
mined from a combination of their momentum measured
in the tracker and the matching ECAL and HCAL energy
deposits, corrected for zero-suppression effects and for the
response function of the calorimeters to hadronic showers.
Finally, the energy of neutral hadrons is obtained from the
corresponding corrected ECAL and HCAL energies. The
leading primary vertex (PV) is chosen as the one with the
highest sum of squares of all associated track transverse
momenta. The remaining vertices are classified as pileup ver-
tices, which result from additional proton-proton collisions.
To reduce the background caused by such additional colli-
sions, charged hadrons within the coverage of the tracker,
|η| < 2.5 [20], that unambiguously originate from a pileup
vertex are removed.

Hadronic jets are clustered from the reconstructed par-
ticles with the infrared- and collinear-safe anti-kT algo-
rithm [21] with a jet size parameter R of 0.7, which is the
default for CMS jet measurements. The jet momentum is
determined as the vectorial sum of all particle momenta in
the jet, and is found in the simulation to be within 5–10%

123

CMS Collaboration,
EPJC 77 (2017) 746
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FIG. 9: Similar as Fig. 5, but for correlations between XB

and xPb in triple-differential cross section d3σ/dXBdXAdy∗,
corresponding to left panel of Fig. 8. Bin sizes for XB and
xPb are set to be same.

which are similar as the expression of xa(b) in Eq. (4).
Here the summation is performed over all the parti-
cles inside the dijet cones. Apparently, the LO relation
XA(B) = xa(b) provides a direct connection to the initial
momentum fractions. At NLO, it still holds for the case
that all the partons fall into the dijet cones, and becomes
XA(B) ≤ xa(b) only when there is one parton lying out-
side. In Ref. [34], it is shown that the NLO corrections
on the cross section d3σ/dXBdXAdy∗ can be small.

We first calculate the cross sections in pp collisions at√
s = 8.16 TeV and show the results as functions of XB

in Fig. 8, where the left and right panels correspond to
the regions XA ∼ 0.1 and XA ∼ 0.01, respectively. By
restricting XA, one actually controls the xa carried by
the forward-going initial parton (the ”probe” of nPDFs in
pA). We find that, for XA ∼ 0.1, dijet production covers
a wide range of XB (from 10−3 to 0.8), where the LO
and NLO results are close to each other. We also check
the dijet yields in each ∆XB∆XA∆y∗ bin (integrated
cross section), and find the yields here are similar as the
those in Fig. 4, and can be even larger for high-x region.
By lowering XA to be around 0.01, as shown in the right
panel in Fig. 8, we find the dijet yields in large-XB regoin
can increase approximately by two orders of magnitude,
indicating a higher statistical accuracy for probing the
large-x parton distributions. Since we have limited the
jet transverse momenta as pT1 > 30 GeV and pT2 >
20 GeV [25], the XB is unlikely to be very small for a
lower XA.

In our calculations, the factorization/renormalization
scale is taken to be µ0 =

√
XAXBs/[4 cosh(0.7y∗)] [34].

Besides, the relative azimuthal angle of the two jets is
restricted as |∆φ12| > 2π/3 [25], through which the jet
pair is selected to be nearly back to back. This constraint
is imposed to reduce the contributions of the case that
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FIG. 10: Top panels (A0) and (B0): nuclear modification
factors RpPb for XA ∼ 0.1 and XA ∼ 0.01 corresponding to
Fig. 8, predicted by four nPDF sets and plotted with symbols
plus dotted curves. Results of RpPb in panels (A0) and (B0)
are separately shown in (A1-4) and (B1-4) with symbols, and
compared with corresponding nPDF factors rPb

i (xPb, Q2) for
gluon (solid) and quark (dashed) distributions. One can note
LO approximation XB = xPb in this comparison. When plot-
ting rPb

i (xPb, Q2), we have set Q =
√

XAXBs/[4 cosh(0.7y∗)]
with XA = 0.1 (0.01) and y∗ = 0. Grey bands on RpPb results
correspond to variations with factorization/renormalization
scales (µ0/2, µ0, 2µ0).

partons lie outside the dijet cones (but become useless

Shen et al., arXiv:2112.11819

Triple-differential measurement fixes
partonic kinematics at LO
: powerful test of factorisation and PDFs

Measured in pp at 8 TeV
CMS Collaboration, EPJC 77 (2017) 746

Should be feasible in pPb with Run 2/3 statistics?

Various observable choices possible, e.g. XA, XB, y
∗

XB =
∑

n∈dijet

ETn√
s
e−yn LO

= xPb

measurable!

momentum fraction
from the lead side

Ellis & Soper, PRL 74 (1995) 5182



PHENIX pion production small-system scan new!
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16

driven by the thickness of the nuclear matter traversed
by the projectile.

FIG. 10. Average RxA versus the number of collisions for (a)
the region around the RxA peak [4 < pT < 6 GeV/c] and
(b) the high pT region [pT > 8 GeV/c]. (c,d) Average RxA

versus the number of collisions per projectile participant for
the same two pT ranges. The statistical (error bars) and sys-
tematic (boxes) uncertainties are indicated. The tilted error
bars represent the anti-correlated uncertainty on the y and
x-axis due to the Ncoll calculations. The bar around unity
at the highest pT shown represents the overall normalization
uncertainty from p+p collisions.

5. Model comparison and discussion

The PDF of a nucleon is modified if the nucleon is
within a nucleus and the modifications increase with in-
creasing number of nucleons in the nucleus. Similarly
to the free proton PDFs themselves, the nuclear parton
distribution functions (nPDFs) are determined empiri-
cally by fitting a large variety of experimental data. Here
three di↵erent nPDFs are considered: nNNPDFv1.0 [47],
EPPS16 [48], and nCTEQ15 [49]. For consistency, the
same framework was used in all calculations with the
same fragmentation function [50].

Figure 11 compares the measured nuclear modification
factors for inclusive p+Al, p+Au, d+Au, and 3He+Au
collisions are to the predictions using the three di↵erent
nPDFs mentioned above. The central value of the predic-
tions is represented by a line and the uncertainties from
fitting the nPDF to data are given as shaded area. Due to
their large uncertainties, all three nPDFs give RxA pre-
dictions consistent with the data. However, looking at
the central values, the predictions are in tension with the
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FIG. 11. RxA for inelastic collisions compared to three dif-
ferent nuclear PDF calculations and their uncertainties. The
data points include the statistical and systematic uncertain-
ties. The left box around unity represents the overall normal-
ization uncertainty on the p+p collisions and the right box
represents the uncertainty from the calculated Ncoll.

trends of the data. For example, for the nNNPDF case
an enhancement is observed from 4 to above 20 GeV/c for
all systems, with a maximum near 8 GeV/c, clearly not
consistent with data. Looking at individual collision sys-
tems, EPPS16 and nCTEQ15 based calculations qualita-
tively, but not quantitatively, capture the general trends.
The tension is most clearly visible when comparing the
system size dependence. Each nPDF calculation predicts
an ordering of the enhancement of RxA in their respec-
tive peak region: 3He+Au > d+Au > p+Au > p+Al,
which is significant as the systematic uncertainties on
the nPDFs within one approach are highly correlated
between systems. The predicted ordering in the lower
pT (2–10 GeV/c) region, depending on the model, results
from the modification increasing both with the target size
and with the projectile size. In contrast, the data show
the reverse ordering 3He+Au < d+Au < p+Au with de-
creasing projectile size in the peak region.

For the same reasons that led to predictions of increas-
ing modification at lower pT . At high-pT , the models pre-
dict an ordering of RxA with projectile and target size:
3He+Au < d+Au < p+Au < p+Al. In contrast, the
data show a larger suppression than any of the models,
and it is essentially independent of the collision system.
However, given the systematic uncertainties on the RxA

scale, the nPDF predictions are consistent with the data
at high pT . The di↵erent trends, in particular at low pT ,
of the nPDF calculations compared to the data suggest

PHENIX Collaboration, arXiv:2111.05756

New mid-rapidity π0 data from PHENIX
PHENIX Collaboration, arXiv:2111.05756

improved precision
higher pT : larger x

Contrary to nPDF expectations,
measured “Cronin peak” size follows the
ordering 3He + Au < d+ Au < p+ Au

higher-twist (multiple-scattering)?
flow-like component?

At high pT the nPDF predictions
overshoot the data, but mind the large
normalisation uncertainties
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Ample progress in incorporating new data in
global nPDF fits:

Testing the high-x region with new JLab
DIS data
LHC pPb data put unprecedented
constraints on the gluon nPDF
Work towards more global NNLO fits
Ongoing work to understand
the (cross)correlations between
proton and nuclear PDF analyses

The future is luminous!

Both collider and fixed-target experiments
keep providing new data
LHC Run 3 just around the corner
New experiments and upgrades to utilize:
SMOG@LHCb, FoCal@ALICE, sPHENIX,
EIC, LHeC, FPF. . .
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Proton strangeness from νA DIS vs. LHC EW data Ks =
∫ 1
0 dxx[s(x,Q2)+s̄(x,Q2)]∫ 1
0 dxx[ū(x,Q2)+d̄(x,Q2)]

table and fig. from Feng et al., “The Forward Physics Facility at the High-Luminosity LHC”, arXiv:2203.05090
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Proton PDF sets Nuclear PDF sets

Data set Ref. ABMP16 CT18 MSHT20 NNPDF4.0 EPPS21 nCTEQ15 nNNPDF3.0 TUJU21

CHORUS �
⌫,⌫̄
CC

Pb [1238] 7 7 3 3 3 7 3 3

CHORUS Pb [1239] 3 7 7 7 7 7 7 7

NOMAD Rµµ Fe [1195] 3 7 7 (3) 7 7 7 7

CCFR xF
p
3 Fe [1240] 7 3 7 7 7 7 7 7

CCFR F
p
2 Fe [1241] 7 3 7 7 7 7 7 7

CDSHW F
p
2 , xF

p
3 Fe [1242] 7 3 7 7 7 7 7 3

NuTeV �
⌫,⌫̄
CC

Fe [1196] 3 3 3 3 7 7 3 7

NuTeV F2, F3 Fe [1194] 7 7 3 7 7 7 7 7

Table 6.2: The CC neutrino DIS measurements used in recent determinations of proton
(ABMP16 [1211], CT18 [941], MSHT20 [1209] and NNPDF4.0 [1087]) and nPDFs (EPPS21 [1222],
nCTEQ15 [1212], nNNPDF3.0 [851] and TUJU21 [1245]). For each PDF set, a blue tick indicates
that the given dataset is included and a red cross that it is not included. A parenthesized tick
denotes that a dataset was investigated but not included in the baseline fit.

flavor decomposition. The broad energy reach of this facility will allow the exploration of extreme
kinematic regimes and help us bridge the gap between the accelerator-based measurements and
the ultra-high energy results from IceCube. The high statistics and broad phase space will also
allow measurements that probe into the low-W transition region and provide an opportunity to
study quark-hadron duality in the weak sector. Finally, the FPF has the potential to dramatically
improve the precision of our standard model (SM) predictions (which are often limited by PDF
precision), and thus advance our search for BSM phenomena.

6.3.3 Impact of Neutrino-induced DIS within the (n)NNPDF Framework

Dimuon production in CC neutrino–induced DIS plays a key role in the determination of the light
sea quark PDFs in the proton, thanks to the properties of the weak current. Experiments that
have measured either reduced cross-sections, �⌫,⌫̄CC , their ratio to the inclusive cross-section, Rµµ,
or structure functions F2, xF3 (see e.g. Eqs. (10)-(11) in [1237] and Sect. 2.1 in [1206] for the
definition of the observables) include CHORUS [1238, 1239] and NOMAD [1195] at CERN, and
CCFR [1240–1242] and NuTeV [1194, 1196] at Fermilab. In the case of NOMAD and NuTeV,
the secondary muon is tagged from the decay of a charmed meson, ⌫µ + N ! µ + c + X with
c ! D ! µ + x, a fact that makes the observable specifically sensitive to strange quark and
anti-quark PDFs. An accurate knowledge of these is essential to control the PDF uncertainty in
weak boson mass measurements at the LHC [1243] and to gain insights into the non-perturbative
structure of the proton [1244].

The available measurements are summarized, with their references, in Table 6.2. Modern proton
PDF sets, such as ABMP16 [1211], CT18 [941], MSHT20 [1209] and NNPDF4.0 [1087], include a subset
of all of these data sets, albeit with slight di↵erences in the exact observable included, as also
summarized in Table 6.2. For each PDF set, a blue tick indicates that the given dataset is included
and a red cross that it is not included. A parenthesized tick denotes that a dataset was investigated
but not included in the baseline fit.

Complementary information on the strange quark and anti-quark PDFs is provided, in the pro-
ton PDF sets summarized in Table 6.2, by an increasing amount of complementary measurements
of other processes, in particular of various production processes in LHC proton–proton collisions.
These include W boson production, both inclusive and in association with light jets or charm
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CT18A
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Ks(Q = 100 GeV)
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Figure 6.26: The ratio Ks, Eq. (6.15), at Q = 1.65 GeV (left) and Q = 100 GeV (right) obtained
from the following PDF sets: ATLAS-epWZ16 [1205], ABMP16 [1211], CT18/CT18A [941], MSHT20 [1209]
and NNPDF4.0 [1087] (with and without neutrino DIS data).

ATLAS experiment at 7 TeV suggested values of Rs ⇠ 1 when PDFs are evaluated at x = 0.023 and
Q = 1.6 GeV. This finding is in contrast to the belief, supported by CC neutrino DIS measurements,
that total quark and anti-quark strange distributions should be suppressed with respect to other
light sea quarks to around Rs ⇠ 0.5 for the same values of x and Q. Tension between CC neutrino
DIS data and the ATLAS measurement [1205] was also reported in the CT18 global analysis [941],
in which the ATLAS measurement was not included in the baseline parton set, but only in a
variant set called CT18A. The MSHT20 [1209] and NNPDF4.0 [1087] analyses found that a larger total
strange distribution, more similar to the one favored by the ATLAS measurement, also follows
from CC neutrino DIS measurements if these are analysed after inclusion of recently computed
NNLO charm-quark mass corrections [1247,1248]. They also found general compatibility with other
LHC measurements, namely of ATLAS and CMS W + c [1249–1251] and ATLAS W+jet [1252]
measurements, see also [1206] and the ABMP16 parton set [1211] (the only two analyses to also
include NOMAD measurements). This state of a↵airs is summarized in Fig. 6.26, where the ratio
Ks, Eq. (6.15), is displayed at Q = 1.65 GeV and Q = 100 GeV for the ATLAS [1205], ABMP16 [1211],
CT18/CT18A [941], MSHT20 [1209] and NNPDF4.0 [1087] (with and without neutrino DIS data) parton
sets.

The FPF will provide additional measurements, in a kinematic region that extends the cover-
age of current CC neutrino DIS data, that may further clarify how much the strange quark and
anti-quark distributions are suppressed in comparison to other light sea quark PDFs. In partic-
ular, because the FPF would probe a higher energy regime than those accessed by current data,
measurements are expected to be a↵ected by smaller theoretical uncertainties. Furthermore, the
FPF may use di↵erent techniques for charm tagging, including the detailed reconstruction of the
topology of the charmed meson and baryon decays achieved by emulsion experiments.

All the available CC neutrino DIS measurements make use of nuclear targets, typically Fe or
Pb (see Table 6.2, instead of free protons. The FPF will be no exception, given the Ar or W target
foreseen in LAr and emulsion experiments. This fact has two consequences. First, if the data is
used to determine free-proton PDFs, nuclear corrections should be taken into account. Second, the
data could instead be used to determine nuclear corrections themselves, for example by means of a
determination of nuclear PDFs.

In the first case, nuclear corrections are included in global QCD analyses in various ways. In

Proton-PDF fits traditionally include neutrino-nucleus DIS for
improved strange-quark constraints : suppressed strangeness

Complementary data from ATLAS EW-boson production
confronts this view with preference for unsuppressed strange

ATLAS Collaboration, PRL 109 (2012) 012001
EPJC 77 (2017) 367

Simultaneous fit feasible w/ NNLO c-quark mass corrections
Faura et al., EPJC 80 (2020) 1168
Bailey et al., EPJC 81 (2021) 341

Ball et al., arXiv:2109.02653



Nuclear uncertainties in proton-PDF fits
Figure 8.9. The values of the �2 for individual datasets for the PDF fits listed in Table 8.1. The datasets una↵ected
by nuclear corrections are grouped in the “other” category.

Figure 8.10. The antiup and antidown PDFs at Q = 30 GeV from the “No nucl. unc.” and “HeavyN unc.” PDF
sets of Tab. 8.1 compared to the baseline.

the antiup and antidown PDFs at Q = 30 GeV determined without nuclear corrections, or with heavy nuclear
corrections only, are compared to the baseline (with the default treatment of nuclear corrections). Inclusion
of nuclear corrections leads to an increase in uncertainty at large x ⇠> 0.2, and also a di↵erent shape, with
in particular a significant enhancement around x ' 0.5. Heavy nuclear corrections have the largest impact,
especially on the antidown PDF. Nevertheless, all PDFs agree well within their respective uncertainty bands.
This suggests that neglecting deuteron and heavy nuclear uncertainties could distort the determination of
the sea quark PDFs at large-x.

PDFs obtained with either of the two alternative treatments of nuclear corrections are compared in
Fig. 8.11. First (top), we compare to the baseline the antiup and antidown PDFs as in Fig. 8.10 but now
with all nuclear and deuterium corrections included as shifts, and then (bottom) we compare directly the
antiup PDF when either the deuterium or the nuclear corrections are included with either the uncertainty
or the shift method. It is clear that the impact of the nuclear corrections on the PDF with either method
is quite similar, the only di↵erence being that uncertainties are somewhat smaller when the shift method
is adopted. This is in agreement with the behavior of the �2 values observed previously, and confirms that
the baseline prescription is somewhat more conservative.

As mentioned in Sect. 2.3, the evaluation of the deuterium corrections with the method of Ref. [19]
requires a self-consistent determination of the deuterium PDF, which has been performed here starting
with the NNPDF4.0 set and then proceeding as was done in Ref. [19] for NNPDF3.1. A byproduct of this
procedure is then, of course, an independent determination of the deuterium PDFs and thus of deuterium
structure functions, with corresponding correlated uncertainties, which we now discuss briefly.

In Fig. 8.12 we display the F d
2 /F p,0

2 structure function ratio at Q = 10 GeV, where by F p,0
2 we denote

95

Ball et al., arXiv:2109.02653

w/o nuclear unc.

w/ nuclear unc.

Nuclear effects can impact the
proton-PDF fits!

NNPDF4.0:

Different large-x sea-quark
behaviour depending on
whether the uncertainties from
nNNPDF2.0 nuclear PDFs
were included or not

Nuclear data found to constrain
the proton PDFs even with
nuclear uncertainties included

Ball et al., EPJC 79 (2019) 282
Ball et al., arXiv:2109.02653

MSHT20: take nuclear corrections
from DSSZ + additional 3-param. fit

Bailey et al., EPJC 81 (2021) 341

CT18: does not report on any use of
nuclear corrections
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of high-energy nuclear physics.
Analogously to the free proton case, `+A scatter-

ing has a huge potential to o↵er information on the
nPDFs [19]. Despite some considerable e↵ort [20, 21], the
HERA collider was never operated with nuclear beams
and thus the kinematic reach of currently available cross-
section measurements in `+A DIS is much more re-
stricted than in the case of protons — the existing fixed-
target measurements do not reach x much below 10�2 in
the perturbative region. As a consequence, the nPDFs
are significantly less constrained than the proton PDFs.

Recently, the first global analysis of nPDFs to include
LHC p+Pb Run-I data, EPPS16 [22], appeared. From
the LHC data available at the time of the EPPS16 fit,
the CMS dijet measurements [23] had clearly the largest
impact providing additional constraints on the large-x
gluons. Also data from electroweak boson production
in p+Pb collisions were used, but their inclusion did
not lead to significant improvements due to their limited
statistical precision. The Run-II data with significantly
higher luminosities are expected to provide much better
constraints in the near future. However, theoretically ro-
bust LHC observables are limited to rather high Q2 (e.g.
in the case of W and Z bosons production the typical
interaction scale is Q2 ⇠ 104 GeV2) and it is particularly
challenging to obtain reliable constraints at the low-x ,
low-Q2 domain. As already mentioned, this is the im-
portant region when it comes to di↵erentiating linear vs.
non-linear scale evolution and, in general, particularly
significant for bulk observables in heavy-ion collisions, as
around 90% of the particles produced at mid rapidity at
both RHIC (0.002 . x . 0.4) and the LHC (x . 10�3)
come from low-Q2 processes.

To obtain gluon constraints at small x and low Q2

from p+A collisions at the LHC or RHIC, one has to,
in general, rely on observables at low transverse momen-
tum (e.g. open charm) for which theoretical uncertainties
are significant. In order to have a cleaner probe of the
partonic structure of nuclei and to extend the current
measurements down to smaller x, a next-generation DIS
experiment is called for. To this end, two possibilities
have been entertained: the LHeC collider at CERN [24]
and an EIC in the United States [25]. In the present pa-
per, we will focus on the EIC project and its potential
to improve the precision of nuclear PDFs. This work is
organized as follows: in Sec. II we present some techni-
cal details of an EIC, relevant for the present analysis.
Secs. III and IV are dedicated to discuss the quanti-
ties that can be used to further the knowledge on nPDFs
and showing simulation results for these, respectively. In
Sec. V the impact of these measurements on the nPDFs is
presented, finally in Sec. VI our findings are summarized.

II. THE ELECTRON-ION COLLIDER PROJECT

Currently, there are two proposals to construct an EIC
in the United States. One option would involve the addi-

Measurements with A ≥ 56 (Fe):
eA/μA DIS (E-139, E-665, EMC, NMC) 
JLAB-12
νA DIS (CCFR, CDHSW, CHORUS, NuTeV)
DY (E772, E866)
DY (E906)

x
10-410-5 10-3 10-2 10-1 1

Q
2  

 (G
eV

2 )

104

103

102

10

1

0.1

EIC √s =
 32 − 90 GeV, 0.01 ≤ y ≤

 0.95   

EIC √s =
 15 − 40 GeV, 0.01 ≤ y ≤

 0.95   

perturbative
non-perturbative

FIG. 1. The kinematic acceptance in x and Q2 of an EIC
compared to completed fixed target `+A DIS and Drell-Yan
(DY) experiments.

tion of a hadron-accelerator complex to the existing CE-
BAF electron facility at the Thomas Je↵erson National
Laboratory (JLAB), the so-called JLEIC project [26].
The other option would be to add an electron accel-
erator to the existing RHIC facility at BNL, a project
know as eRHIC [27]. Despite the two proposals and
strategies for an EIC, the overriding goal is the same:
to build a high-luminosity collider, which is flexible in
terms of ion species (proton to uranium) and center-of-
mass (c.o.m.) energies. Both proposals plan for a fi-
nal per-nucleon c.o.m. energies ranging from 20 GeV to
90 GeV for large nuclei with an even larger range (up
to 145 GeV) for polarized electron+proton (e�+p) col-
lisions. The wide kinematic coverage of an EIC, shown
in Figure 1 in the (x, Q2)-plane, is very important to ef-
fectively constrain nuclear PDFs. Only the eRHIC pro-
posal for an EIC could eventually be capable of reaching
top c.o.m. energy at “day 1”, whereas the JLEIC ver-
sion would require a significant upgrade to reach the full
c.o.m. energy. Therefore, JLEIC would stage its mea-
surements in c.o.m. energies, starting with scanning the
high and mid x region up to high Q2 values. Both of
the proposed accelerators would also be capable to reach
peak luminosities larger than 1034 cm�2 s�1, three orders
of magnitude higher than what was achieved at HERA.
Only the JLEIC version of an EIC would be capable of
reaching the peak luminosity at “day 1”, whereas eRHIC
would build up its luminosity over time after upgrading
the facility with hadron beam cooling. While a very large
instantaneous luminosity may be required for other EIC
key physics programs, this is not equally crucial for mea-
suring structure functions. As will be described later,
our study proves that, assuming collected integrated lu-
minosity of 10 fb�1, these measurements are - for the
most part - not statistically limited, but rather by the
associated systematic uncertainties. Therefore, a crucial
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FIG. 12. Results for the nuclear modifications of Pb at Q2 = 1.69 GeV2. The hatched bands correspond to the baseline fit,
the blue bands are the results from fits with no charm data included, and the black error bands denote the full analysis with
inclusive and charm data.
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FIG. 12. Results for the nuclear modifications of Pb at Q2 = 1.69 GeV2. The hatched bands correspond to the baseline fit,
the blue bands are the results from fits with no charm data included, and the black error bands denote the full analysis with
inclusive and charm data.

Aschenauer et al., Phys.Rev.D 96 (2017) 114005

EIC will significantly widen the kinematic range of DIS constraints for nPDFs

Comparing with LHC measurements will put collinear factorization with nuclei to a stringent test

With the FL extraction cabability, EIC provides a clean probe to study small-x gluons

Good constraining power to well down to 10−2 in a high-energy scenario

Charm-tagged cross-section measurement can vastly reduce high-x gluon uncertainty
see also: Kelsey et al., Phys.Rev.D 104 (2021) 054002
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FIG. 1. Upper panel: The scale-choice uncertainty-envelope of the rapidity-di↵erential exclusive J/ photoproduction cross
section in ultraperipheral Pb+Pb collisions at

p
sNN = 5.02 TeV, as a function of the J/ rapidity y, calculated to NLO pQCD

with the EPPS16 nPDFs [44] and compared with the experimental data from Refs. [38] (ALICE Forw), [36] (ALICE Cent) and
[41] (LHCb Forw). The experimental data points are mirrored w.r.t. y = 0, and their errorbars are obtained by adding the
statistical and systematic errors in quadrature. The solid (red) curve shows the NLO result with our “optimal” scale explained
in the text. Lower panel: The same but at

p
sNN = 2.76 TeV and with experimental data from Refs. [39] (ALICE Forw),

[37] (ALICE Cent) and [40] (CMS Cent). For the errorbars of the data, all given errors are added in quadrature.

in ultraperipheral Pb+Pb collisions. Figure 1 shows the
uncertainty envelopes that result from varying the scale
µ = µF = µR from MJ/ /2 to MJ/ at

p
sNN = 5.0 TeV

(upper panel) and 2.76 TeV (lower panel), using the cen-
tral set of the EPPS16 nPDFs [44]. For comparison, the
figure also shows the experimental LHC data measured
at these energies at forward rapidities by ALICE [38, 39],
LHCb [41] and CMS [40], and at central rapidities by AL-
ICE [36, 37]. The solid (red) lines in the middle-parts of
the envelopes show the results with µ = 0.76MJ/ = 2.37
GeV, a scale we have iteratively obtained by requiring

a rough simultaneous fit to the data at both collision
energies. In what follows, we call this “optimal” scale,
emphasizing however that its precise number bears no
special significance but it depends e.g. on the assumed
the GPD modeling details and nPDFs in general.

On the one hand, as expected based on Ref. [30], we
observe that the scale uncertainty remains quite large
also here in the nuclear case. On the other hand then,
it is interesting and quite encouraging that already with
our current “bare bones” GPD/PDF framework the NLO
cross sections with entirely feasible scale choices µ =

Eskola et al., arXiv:2203.11613

First phenomenological implementation of the
exclusive J/ψ photoproduction NLO corrections

Ivanov et al., EPJC 34 (2004) 297
Jones et al., J. Phys. G 43 (2016) 035002

in ultrapheripheral Pb+Pb

Large scale uncertainty
: perturbative convergence?
: cancel with nuclear ratios?

ATLAS inclusive dijet photoproduction
measurement now fully unfolded

30ATLAS-CONF-2022-021 Quark Matter 2022, April 4-10, Kraków, Poland

Conclusions and Next Steps
• Photo-nuclear dijet production was measured by ATLAS in 5.02 TeV

Pb+Pb collisions with 2018 data.
• Particle-Flow jets allow the measurement to be extended even 

lower in jet 𝑝𝑇 while maintaining systematic control.
• This measurement has been fully unfolded for detector 

response for the first time.
• The overall normalization of the cross-section is well-predicted by 

theoretical comparisons.
• A theoretical model of nuclear breakup is necessary to 

understand the total cross-section.
• This study is currently sensitive to nuclear PDF effects with a 

precision of up to 10% in some bins.
• Once final studies of low-μ jet response in ATLAS can be 

completed, substantial gains in systematic control can be 
achieved.

• These results are connected to early physics goals for the EIC.

ATLAS-CONF-2022-021
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