
Summary and where to go from here
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Holes and bumps at ~20 GeV

• Flow ,  show minimum 

 
 
 

• HBT shows maximum 
 
 
 

• Clusters  show peak
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Notable Deviations from Smooth Trends

Most flow-related observables vary smoothly down to 7.7 GeV, showing no evidence for 
QGP disappearance: little happens to challenge the usual multiphase hydro models.

There are three notable exceptions:
1. Net proton dv1/dy exhibits a minimum near 15-20 GeV
2. Charged hadron v3/multiplicity exhibits a very similar minimum
3. A difference between particle and anti-particle flow increases at lower energies

Implications: The minimum in dv1/dy was a predicted signal for a softening in the EOS. The 
splitting between particles and antiparticles obscures NCQ scaling.
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Yield ratio of !!!"/!!"  in Au+Au collisions at RHIC 

STAR Collaboration, PRL 130, 202301 (2023)

§ Enhanced yield ratio of NtNp/N!" at ### ≈ 25	GeV in central 
     Au+Au collisions, compared to non-central collisions.      
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Results from BES-I (Interpretation Attempt)
Phys. Rev. Lett. 114,(2015) 142301

• The correlation length, ξ, diverges near the 
transition temperature (Tc) as ξ ∝ |τ|-ν for an 
infinite volume

• The second-order phase transition is expected 
to show a pseudocritical point for correlation 
length ξ ≈ L (L - system size). 

• Leads to a characteristic power law volume 
(V) dependence of the magnitude ("!"#$), 
width (δT) and peak position (τT) of the 
susceptibility:

where ν and γ are critical exponents which 
characterize the divergence of ξ and χT 
respectively The location of the critical point to the extracted value 

√sNN(∞) ∼ 47.5 GeV

12H. Caines, Y. Khyzhniak, G. Nigmatkulov. INT 2025



Holes and bumps at ~ 20 GeV

• Energy range is in the “hydro regime” 
- Flow and HBT should come out of hydro 

- example:   by Du et al (2211.16408) by 

guessing at initial conditions / stopping 

• Can we do this also for HBT,  

• Cluster likely beyond hydro 
- Spinodal? Probably not, requires phase 

co-existence at low µ. Also signal is 
very weak if phase co-existence is 
between QM and high density nuclear 
matter (Steinheimer et al)
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and 200 GeV, and 0-10% at 62.4 GeV (see Fig. 2). Weak
decay feed-down contribution to net protons is included
in the calculation, as no weak decay correction is applied
in the measurements at RHIC. Admittedly, there still
exists some mismatch between calculations and measure-
ments, regarding the centralities and even collision sys-
tems in Fig. 2, partly because of the lack of systematic
measurements within the same centrality across beam
energies. Nevertheless, considering the large error bars
in the measurements, we think the longitudinal bulk dy-
namics is reasonably constrained by making use of the
available data. The upcoming systematic BES-II mea-
surements with large statistics will help to tighten con-
straints.

The two observables in Fig. 2 are sensitive to the ini-
tial rapidity distributions but not to the tilted structure
manifested in the x-ωs plane. Our framework is then cal-
ibrated by the v1(y) of four identified hadron species in
10-40% Au+Au collisions, as shown in Fig. 3, and the ini-
tial profiles in the x-ωs plane are further constrained. The
v1(y) of mesons is mainly driven by the sideward pres-
sure gradients, which is stronger toward →x at ωs > 0 and
vice versa, originating from the tilted structure shown in
Fig. 1(c). This structure successfully explained v1(y) of
charged particles at the top RHIC energy [18, 67]. Here
we note that the v1(y) of ε+ and K+ are very similar
in magnitude from our calculation using NEOS-B (left
two columns of Fig. 3), and the similarity is consistent
with the STAR measurements. Because of µS =µQ =0
in NEOS-B, the di!erence between the v1(y) of ε+ and
that of K+ mainly originates from their mass di!erence
in response to the underlying hydrodynamic flow veloc-
ity.

We now focus on the v1(y) of baryons at various en-
ergies which has not been successfully explained within
a hydrodynamic framework [35]. As shown in the right
two columns of Fig. 3, our model successfully reproduces
the v1(y) of p and ! from the top RHIC energy to 7.7
GeV, and, in particular, the dNp→p̄/dy at the same time.
The rapidity-independent plateau component fB

c (ωs) in
the initial baryon profile plays a critical role in achiev-
ing this agreement. As explained above, the plateau can
reduce the asymmetry in baryon distribution with re-
spect to the beam axis and thus the v1(y) of baryons,
while producing enough dNp→p̄/dy around midrapidity.
At high collision energies, such as 62.4 and 200 GeV, the
plateau component of the net baryon density dominates
the mid-rapidity region, resulting a flat and almost zero
v1(y) of baryons within |y| <↑ 1. Nevertheless, the com-
ponents fB

→ (ωs) and fB
+ (ωs) at forward- and backward-

rapidities on top of transverse expansion could still cause
v1(y) with positive slope at |y| >↑ 1, which is suppressed
by the tilted peaks in our calculations. Again, the tilted
peaks are introduced to account for the varying baryon
stopping in the transverse plane, thus measuring v1(y) in
a large rapidity window would help to constrain it.

At 19.6 GeV, the v1(y) of baryons and especially its
feature of a cubic rapidity dependence (“wiggle”) is nicely

Figure 3. Comparison between measurements (markers) and
calculations (lines) for the v1(y) of ω+, K+, p and ! (from
left to right) in 10-40% Au+Au collisions at 7.7, 19.6, 62.4
and 200 GeV (from bottom to top).

reproduced in our model when comparing to the STAR
and NA49 measurements (see Fig. 3(k,l)). Such a wiggle
is more pronounced for !’s v1(y) as shown in both our
calculations and the STAR measurements. The baryon
distribution illustrated in Fig. 1(d) with tilted peaks nat-
urally generates the wiggle of v1(y) for baryons: Focusing
on y >↑ 0 rapidity regions, more baryon is distributed at
x< 0 near midrapidity while at x> 0 at forward rapidi-
ties, and the former generates negative v1 while the latter
positive v1 after the transverse expansion develops. We
emphasize that to achieve this, the two peaks in Fig. 1(d)
need to be well separated which again necessitates the
presence of the fB

c (ωs) component: Without fB
c (ωs), to

generate enough net protons around midrapidity, fB
→ (ωs)

and fB
+ (ωs) would need larger inward tails; consequently

the two peaks in Fig. 1(d) would merge, and thus the
right tilted peak would not distribute more baryon at
x< 0 near midrapidity, which results in v1(y) with a pos-
itive slope with no cubic rapidity dependence. On the
other hand, without fB

c (ωs), fB
→ (ωs) and fB

+ (ωs) would
need higher peaks to reproduce the measured dNp→p̄/dy,
resulting in much stronger v1(y) that overshoots the data.
As shown in Figs. 4(a-d), the framework is retuned to
fit the dNp→p̄/dy without fB

c (ωs), and then the v1(y) of
baryons becomes much stronger with a maximum value
|v1|max ↓ 0.07 around |y| = 1 and the wiggle simply dis-
appears. We note that |v1|max here is about half of that
in Ref. [32], because the baryon di!usion is included here
which can smooth baryon asymmetry and thus reduce v1
but not strongly enough.

At 7.7 GeV, the consequences are illustrated when the
baryon peaks merge because of the smaller beam rapid-
ity: Such a baryon distribution with transverse expansion
naturally gives v1(y) with a positive slope (Fig. 3(o,p));

But JAM-II also matches the data with a completely 
different explanation. Most models fail. 
Is this about baryon transport? Model space needs to 
be better constrained: data data data.



Quark number scaling 

9

Splitting between baryons and mesons is only 
at  i.e. intermediate  

To test coalescence, you must have data in that 
range for mesons and baryons 

Coalescence at all : Problems with entropy!

mT − m0 ≥ 1 GeV pT

pT

 5

NCQ scaling of  v2
FXT

What is the effect of shadowing from spectators?



Holes and bumps at ~ 20 GeV
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Could it be due to the cross over transition? 

We always cross the cross over line 
Not clear where energy dependence should come from?

What make the bumps/holes. Likely not the evolution though crossover



Cumulants
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Energy Scan of (Factorial) Cumulants
• C4/C2 right on baseline
• !4/!1 shows no strong energy dependence within uncertainties

Zachary Sweger                        9/4/2025 Quark Matter 45

STAR

Zachary Sweger (for STAR) QM 2025

UrQMD (WITHOUT mean field) gets energy dependence qualitatively right!!!

Factorial  
Cumulants

Cumulants



The (possible) culprit
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FIG. 5. Collision energy dependence of proton cumulant ra-

tios (C2/C1, C3/C2 and C4/C2) and factorial cumulant ratios

(ω2/ω1, ω3/ω1 and ω4/ω1) in 0-5% central Au+Au collisions

from the UrQMD model. Black solid circles and red open

squares represent proton results in the rapidity acceptance -

0.5 < y < 0 and |y| < 0.5, respectively. Blue solid crosses and

open crosses are calculations with a cut on b → 3 fm, for -0.5

< y < 0 and |y| < 0.5, respectively.

FIG. 6. Collision energy dependence of proton and net-proton

cumulant ratio, C4/C2, in 0%-5% central Au+Au collisions

from the UrQMD model. The blue and red band represent

proton and net-proton results in UrQMD, respectively. The

red and cyan markers represent STAR measurements, red

from BES-II, cyan form fixed-target experiment. In addition,

the green and blue arrows indicate collision energy range of

STAR fixed-target experiment at RHIC and CBM experiment

at FAIR, respectively.

matic acceptance 0.4 < pT < 2.0 GeV/c. Results of b →
3 fm are shown as solid cross (-0.5 < y < 0) and open
cross (|y| < 0.5). As the collision energy increases, While
all C3/C2, C4/C2 and ω3/ω1 ratios show a initial fast in-

crease and saturation at energy above 5 GeV, the ratios
of C2/C1 and ω2/ω1 just behave in the opposite way. In
any case, protons from wider rapidity bins show more
sensitivity to initial volume fluctuation especially at the
high baryon density region.
Figure 6 depicts the collision energy dependence of the

proton and net-proton C4/C2 ratios from 0-5% central
collisions. The experimental measurements in

↑
sNN =

7.7 - 19.6 GeV Au+Au collisions from RHIC-STAR BES-
II data are also shown as red solid circles [18] from col-
lider collisions and the 3 GeV result is shown as blue
square. Results of UrQMD model calculations are dis-
placed as colored bands: protons from ↓0.5 < y < 0 and
net-protons from |y| < 0.5 are presented as blue and red
band, respectively. In both cases, both bands decreased
as collision energy decreases due to both baryon number
conservation and volume fluctuations. Due to large ac-
ceptance in case of the net-protons from |y| < 0.5, the
decreases of the C4/C2 ratios are much faster at the low
energy region. While large deviation between data and
UrQMD calculation at the 19.6 GeV, the transport model
well reproduced the data at

↑
sNN = 3 GeV. The result

implies that if the critical point exists, it should be some-
where between 3 <

↑
sNN < 19.6 GeV Au+Au collisions.

In addition to the beam energy scan program at RHIC,
the physics program at the FAIR CBM experiment [34]
is essential in order to finally determine the location of
the QCD critical point.

IV. SUMMARY

In summary, we presented results of proton (from
↓0.5 < y < 0) and net-proton (from |y| < 0.5) high order
cumulants ratios from Au+Au collisions at

↑
sNN = 3.0

– 19.6 GeV from the hadronic transport model UrQMD
calculations. These results are valuable dynamic refer-
ences for the QCD critical point search and there are
two main observations from these analysis: (i) At low
energy

↑
sNN < 5 GeV, initial volume fluctuation is im-

portant, the larger the acceptance the stronger the e!ect
of the fluctuation and (ii) In the FXT Au+Au collisions
below

↑
sNN < 5 GeV, UrQMD model calculations well

reproduced C4/C2 ratios implying that if the QCD crit-
ical point exist, it should be in the energy

↑
sNN > 3.0

GeV.
Recently, preliminary results of proton cumulant on

RHIC-STAR fixed-target experiment at
↑
sNN = 3.2 - 3.9

GeV are reported [35]. The future Compressed Baryonic
Matter (CBM) experiment in Facility for Antiproton and
Ion Research (FAIR) [34] will cover a collision energy of↑
sNN = 2.4 - 4.9 GeV, with excellent acceptance and

higher statistics to reduce both statistical and systematic
uncertainties, will play an important role in the QCD
critical point search.

X. Zhang, Y. Zhang, X. Luo, N. Xu, arXiv: 2506.18832

Cumulants Factorial Cumulants
Fluctuating impact parameter 
STAR centrality selection

Fixed impact parameter (b=3 fm) 
minimal volume fluctuations.

N.B.: Centrality Bin Width Corrections 
applied to both

Possible culprit: 
volume (Npart) fluctuations 
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FIG. 2. Transverse momentum (pT) versus proton rapidity

(y) in Au+Au minimum bias collisions at
→
sNN = 3.0 and 4.9

GeV calculated by the UrQMD model. Protons from rapidity

window |y| < 0.5 (red-dashed box) and ↑0.5 < y < 0.0 (black

box) are used in the analysis for the collider and FXT mode,

respectively.

FIG. 3. Centrality dependence of the proton cumulant ratio,

C4/C2, in Au+Au collisions at
→
sNN = 3.0 – 9.2 GeV calcu-

lated by the UrQMD model. Solid black circles and red open

squares represent results for proton in the rapidity acceptance

-0.5 < y < 0 and |y| < 0.5, respectively. Blue solid crosses

and open crosses are calculations with a cut on impact pa-

rameter b ↓ 3 fm, for -0.5 < y < 0 and |y| < 0.5, respectively.

For these calculations, the pT acceptance of protons and anti-

protons is 0.4 < pT < 2.0 GeV/c.

FIG. 4. Left panel: Correlation distribution of reference mul-

tiplicity vs. Npart in Au+Au collisions at
→
sNN = 3.0 GeV

calculated by the UrQMD model. The vertical black dashed

line indicate the 0%-5% central collisions selected by refer-

ence multiplicity. Right panel: Correlation distribution of b

vs. Npart. The vertical red dashed line indicate a cut on b ↓
3 fm.

a baseline from Poisson distribution. In mid-central and
peripheral collisions, the proton C4/C2 largely deviate
from Poisson baseline, which demonstrates poor central-
ity resolution of reference multiplicity especially in lower
energies. The proton C4/C2 shown with black dots are
closer to Poisson baseline than results shown with red
squares, which could be explained by that the narrower
proton distribution with →0.5 < y < 0 converges to Pois-
son statistic rather than a wider distribution selected by
|y| < 0.5.
As one can see in the figure, the proton high moments,

ωε2, have been suppressed in both central and peripheral
collisions, especially at the lowest collision energy

↑
sNN

= 3.0 GeV. The observed suppression decreases with in-
creasing collision energy, and is more pronounced for the
wider rapidity |y| < 0.5. In addition, the largest fluc-
tuation from unity is seen in the mid-central collisions
↓Npart↔ ↗ 100. The negative value of the ratios is caused
by the initial volume fluctuation, see discussions below.
The suppression at the most central collisions is due to
the fixed number of incoming nucleons.
Now, let us focus on the results from the most central

collisions: for protons from rapidity |y| < 0.5, the val-
ues of C4/C2 ratios are negative till the collision energy
reaches 4.9 GeV and this is true even for events selected
from the cuts by the impact parameter b as shown by
the open- and filled-blue crosses in the figure. For colli-
sion energy

↑
sNN > 4.5 GeV, all ratios become positive,

the values of the ratios from wider rapidity bins becomes
smaller that that from narrower bin →0.5 < y < 0 and
they are decreased from peripheral to central collisions.
All of these indicated the diminishing role of the initial
volume fluctuations and baryon number conservations in
such collisions.
Figure 4 shows the correlation distribution of reference

multiplicity vs. Npart and b vs. Npart in Au+Au colli-
sions at

↑
sNN = 3.0 GeV, calculated by the UrQMD

model. The vertical black dashed line indicate the 0-
5% central collisions selected by reference multiplicity,
and the vertical red dashed line indicate a cut on b ↘ 3
fm. One can compare these two cuts on the Npart dis-
tributions. As one can see, the ↓Npart↔ determined by
reference multiplicity, as it is done in experiment, shows
a much wider variation in the Npart distribution, see left
plot, compared to that of the ↓Npart↔ extracted from the
cut on the impact parameter b ↘ 3 fm, see right plot. Re-
versely, for a fixed range of theNpart distribution, a much
wider fluctuation is seen in the ’measured’ reference mul-
tiplicity compared to the impact parameter. The varia-
tions in the Npart distribution are the root cause of the
initial volume fluctuations shown in Figure 3. One should
note that such variation is part of the collision dynam-
ics and it should be properly simulated in the physics
analysis.
Figure 5 depicts proton cumulant ratios C2/C1, C3/C2

and C4/C2 (left panels) and factorial cumulant ratios
ω2/ω1, ω3/ω1 and ω4/ω1 (right panels) as a function of
collision energy in central collisions 0-5% within kine-



Higher order cumulants
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Deviations from Non-CP Baselines: C4/C2

STAR FXT results at  = 3.2, 3.5, 3.9  
GeV consistent with hadronic baseline 
UrQMD

sNN

Search for a maximum in data relative 
to non-CP baseline at  < 7 GeV. sNN

Analysis at  = 4.5 ongoing.sNN

Theory vs BES-II data

(universal EOS) critical �n : (irreducible correlations) FCn[Np] ⇠ �n (Pradeep, MS 2211.09142), !n ⌘ FCn/FC1

Bzdak et al review 1906.00936
Expected signatures: bump in !2 and !3, dip then bump in !4

for CP at µB > 400 MeV 2410.02861

M. Stephanov Cumulants and BES: theory INT 2025 2 / 5

Error bars are unfortunately sizable. 
Theory has uncertainties as well!!!! 
At best “supporting evidence” 
Concentrate on 2 and 3 order!



Test for baseline: BES-I data

14Adapted from V. Koch, ERICE2025

Test of baseline: Reduce correlation functions

• reduced correlation functions 

 

should be flat as a function of rapidity 
window 

• Test with BES 2 data with AND WITHOUT 
CBWC corrections 

• Deviations may help to disentangle attractive/
repulsie interaction from volume 
fluctuations 

• Effect may be small 
• (BES I) anti protons do NOT agree with 

baseline!!!!! 
• UrQMD (at 3 GeV) does NOT seem to give a 

flat curve

̂ck =
Ĉk

Ĉk
1

=
κk

κk
1

=
FCk

FCk
1
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ACCEPTANCE DEPENDENCE OF FACTORIAL CUMULANTS, … PHYSICAL REVIEW C 112, 024901 (2025)

FIG. 3. Rapidity acceptance dependence of the second-order
normalized factorial cumulant Ĉ2/(Ĉ1)2 for protons (blue symbols)
and antiprotons (black symbols) in central Au-Au collisions at√

sNN = 27 GeV, as measured by the STAR Collaboration within
RHIC-BES-I [8,23] (symbols) and computed within noncritical hy-
drodynamics with global baryon conservation and baryon excluded
volume [3]. The dashed line shows the results (identical for protons
and antiprotons) that do not incorporate baryon excluded volume [3].

model where there is no splitting. It should be noted that
produced matter is assumed to be thermalized here, such
that the cumulants of produced protons and antiprotons are
described by the ideal gas in the canonical ensemble. In the
opposite case [29], one may assume that produced BB̄ pairs
are uncorrelated, and their distribution follows the Poisson
statistics. In this case, factorial cumulants of antiprotons are
zero starting from the second order, in contrast to the data.
The experimental data, which lie in-between these two sce-
narios at

√
sNN ! 39 GeV, may thus suggest an incomplete

equilibration of produced matter.
We note in the case of a two-source model, volume fluc-

tuations become more tricky, as here, one may, in principle,
have to consider two volumes, one for the participant system
and one for the produced system. For instance, if participant
fluctuations are negligible compared to fluctuations of the
volume for the produced matter, i.e., of NBB̄

pairs, one will expect
volume fluctuations to affect antiproton ĉ p̄

2 more strongly, and
such a mechanism could help in describing the experimental
data.

D. Short-range repulsion

The noncritical hydrodynamics baseline of Ref. [3] incor-
porates the effect of short-range repulsion among baryons
through excluded volume. This leads to the suppression of
baryon fluctuations similar to what is observed in lattice QCD
and should in principle break the scaling Cp

2 /(Cp
1 )2 = const as

a function of acceptance. Figure 3 depicts the results from the
hydrodynamics model of Ref. [3] for cp

2 and cp̄
2 for

√
sNN =

27 GeV (the results for other collision energies are qualita-
tively the same). The solid lines include the excluded volume
effect while the dash-dotted line neglects it. One can see

that excluded volume leads to the emergence of a very weak
ymax dependence. Rather, the main effect of the short-range
repulsion is the overall shift of the curve by (almost) constant
factor.

These results indicate that noncritical correlations such
as excluded volume would be very challenging to identify
through the analysis of cp

2 = const scaling and its possible
violation, at least with second-order cumulants. On the other
hand, critical fluctuations are expected to yield a more pro-
nounced acceptance dependence of factorial cumulants [30],
especially beyond the second order.

E. Large Hadron Collider energies

The ALICE Collaboration has performed measurements of
(net) proton number cumulants in Pb-Pb collisions at

√
sNN =

2.76 TeV [31] and
√

sNN = 5.02 TeV [32]. The main focus
has been on the variance of net proton number normalized by
the Skellam (Poisson statistics) baseline, R1 = κ2(Np−Np̄)

〈Np+Np̄〉 [31].
In terms of factorial cumulants, this quantity reads

R1 = κ2(Np − Np̄)
〈Np + Np̄〉

= 1 +
Ĉ pp̄

2,0 + Ĉ pp̄
0,2 − 2Ĉ pp̄

1,1

〈Np + Np̄〉
. (48)

Small deviations from unity are observed in the data, which
have been interpreted as being driven by global [31,33] or
local [26,34,35] baryon number conservation.

Here we advocate for the measurements of the quantity

r1 ≡ R1 − 1
〈Np + Np̄〉

=
Ĉ pp̄

2,0 + Ĉ pp̄
0,2 − 2Ĉ pp̄

1,1

〈Np + Np̄〉2
(49)

as a function of acceptance. At Large Hadron Collider (LHC)
energies, the mean numbers of protons and antiprotons are
approximately equal, 〈Np〉 ≈ 〈Np̄〉; therefore, 〈Np + Np̄〉 ≈
2〈Np〉 ≈ 2〈Np̄〉 and

r1 ≈ 1
4

(
ĉpp̄

2,0 + ĉpp̄
0,2 − 2ĉpp̄

1,1

)
. (50)

As follows from Eq. (39), r1 is unaffected by volume fluc-
tuations. If global baryon conservation is the only source of
proton correlations, this quantity is independent of acceptance
and, following Eq. (17), equals

r1 ≈ 1〈
N tot

B + N tot
B̄

〉 . (51)

The ALICE Collaboration has presented pseudorapidity
acceptance dependence of R1 in [31,32], but unfortunately
not that of 〈Np + Np̄〉. This makes it impossible to verify
the scaling of r1 with acceptance using available published
data. In [31] the values of 〈Np + Np̄〉 for the largest accep-
tance |η| < 0.8 have been published, for

√
sNN = 2.76 TeV

Pb-Pb collisions. With R1 = 0.971 ± 0.015 and 〈Np + Np̄〉 =
36.49 ± 0.65, one can estimate r1 = (−0.77 ± 0.40) × 10−3

024901-7
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Acceptance Dependence

3

Yige Huang, PHD 25
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Cumulants

• Need to understand the UrQMD energy dependence before we conclude about attractive/
repulsive 

• Second order cumulants are integrals of 2 particle correlation functions which can/have 
been measured.  

- Plus side: Extra constraints 
- Possible issue: Sensitive to all kind of microscopic dynamics such as flow etc

16

Do this analysis again and for FXT

3

ΔC2 = ∫ ∫ R2(ϕ1, ϕ2)η1(ϕ1)η2(ϕ2)dϕ1dϕ2

Reminder:	we	are	looking	at	integrals	
over	models	and	data.	Agreement	can	
and	often	is	accidental.	

None	of	these	models	agree	with	the	
data	for	both	pp	and	p-pbar	correlations	
in	this	energy	range.	

Updating	this	with	BESII	extended	
acceptance,	increased	statistics	and	FXT	
energies	is	very	interesting	and	should	
be	a	high	priority.



pt fluctuations
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INT Workshop Oct 27-Nov1

Correlator Vs Collision Energy (Snn)
❖ First Non-monotonous dependence of pt-pt 

correlators as a function of collision energy

❖ Transverse momentum fluctuations should 
be sensitive to temperature and energy 
fluctuations. 

❖ These in turn provide a measure of
the heat capacity of the system. Since the 
QCD phase transition is associated with a 
maximum of the specific heat, the 
temperature fluctuations should exhibit a 
minimum in the excitation function.

❖ The significance of non-monotonicity was 
quantified and found to be 6.6 sigma for 
STAR 0-5% centrality and 1.2 sigma for 
AMPT 0-5%

L. Stodolsky, Temperature fluctuations in multiparticle
production, Phys. Rev. Lett. 75, 1044

E. Shuryak, Event-by-event analysis of heavy ion collisions and 
thermodynamical fluctuations, Physics Letters B 423, 9–14 (1998)

Differential pt correlations should help to resolve this issue



Dileptons

• Dileptons can provide info about the T 
reached and thus help calibrate the 
calculations. 

• Signal from CP likely not measurable 
,  

• 1st order PT may require absolute 
normalization of calculations. Is this 
possible? 

• Chiral symmetry???

m ≤ 150 MeV pt ∼ 5 MeV

18

QCD thermometer: experiments

STAR, 2402.01998

STAR, 2402.01998

HADES, Nature Phys. 15(2019) 1040

STAR

HADES

NA60, PRL 100, 022302 (2008); EPJC 59 607-623 (2009). STAR, 2402.01998. HADES, Nat. Phys.,1040–1045 (2019). Rapp and van Hees, PLB 753, 586 (2016)

13

STAR: 7.7, 14.6, 19.6, 27, 39, 54.4, 62.4, 200 GeV

1st-order phase transition 12

dashed (cells after 7fm/c) solid (all cells)

Seck, Galatyuk, Mukherjee, Rapp, Steinheimer, Stroth, Wiest

▸ The latent heat involved in the first-order transition leads to a substantial increase in the low-
mass thermal emission signal, by about a factor of two above the cross-over scenario



Finite size scaling

• Seems to work 
• gets critical chemical potential close to 

other approaches 
• fails for lower energies 
• works for Smash !?! 

 
 

• TEST: will it work for HRG???
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Fit to a Homogenous Function
We fit  with a homogeneous function  where the parameters are , , , and . 
The fit is good above 7.7 GeV.

ξ2 ξ2(W, t) = μWp | t |≈ν p ν χc μ
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The fit works in the collider region. Not at 3 GeV. 

The fit is consistent with  with a divergence near 590 MeV. Is that the CP?ξ2 ∼ | t |≈ν

ξ 2
∼ | t |

≈ν
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hWe	map	between	Ising	scaling	fields	and	T,	 	to	do	a	2-D	fit.	
Mapping	parameters	are	poorly	constrained	so	we	use	one	plausible	
scenario	seen	on	the	right.	
Critical	 	is	constrained	but	 	is	not.	We	truncate	the	contours	at	
plausibility	boundaries.

μB

μB Tc

t = cos(ν2)(T ≈ Tc) + sin(ν2)(μ ≈ μc)
χwTc sin(ν1 ≈ ν2)

h = ≈ cos(ν1)(T ≈ Tc) + sin(ν1)(μ ≈ μc)
wTc sin(ν1 ≈ ν2)

w = 1
χ = μc /Tc

ν1 = 3∼

ν2 = 93∼
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4D fit  for STAR data and SMASH cascadeξ, μ, ν, χc

12
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ξ = 0.76 , μ = N/A , ν = 1.33 , χc = 622 MeV ξ = 0.76 , μ = N/A , ν = 1.33 , χc = 599 MeV
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STAR: γ2 SMASH: γ2

γ2 ≈ | t |∼1.33 γ2 ≈ | t |∼1.33

MF: ,   3D Ising: ξ = 0.5 , ν = 1 , μ = 1
2 , γ2 ≈ t∼1, γ3 ≈ t∼2.5 ξ = 0.630 , ν = 1.237 , μ = 0.326 , γ2 ≈ t∼1.237 , γ3 ≈ t∼2.8

4D fit  for STAR data and SMASH cascadeξ, μ, ν, χc
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Neutron Stars
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Neutron star studies put constraints on the QCD EOS

Yes

What is available from observations?

1. Shapiro-delay:  lower bound on 
mass: 

2. GW170817 + GW190425:
 

3. Joint mass-radius inference 
(NICER)

Modified from Dittmann et al ApJ (2024)

What can they tell us about the CP of nearly-isospin
symmetric matter?

We all agree, right now, nothing.

Well, maybe a bit?!



Going forward
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Going forward 
Option 1
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8

Functional Freeze-out

Fischer, Lu, Gao, Liu, JMP, in preparation
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Going forward 
Option 2: “Homework problems”

• Is hydro (+ afterburner) able to reproduce the bumps and holes in flow and HBT? 

- What need to change in baryon transport in dynamical models to get e.g.  etc 

• Where does quark number scaling arise in a dynamical model which also reproduces all 
flow data? Relaxation time viscous correction effects??? (Teany et al) 

- Get the viscous correction from UrQMD and then plug into hydro (Thomas Schäfer) 
- Low energy: effect of shadowing??? 

• Check/verify that hydro with CP leads to same flow etc results as without CP  
• BESII data for clusters 
• Finite size scaling for HRG? 
• BESII data for reduced correlation functions with and without CBWC 
• Check if UrQMD gives constant reduced correlation functions 

- It seems not to. Why? 
• Reduced correlations for anti protons from BESII. Still a problem w.r.t baseline?

dv1

dy
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Going forward 
Option 2: “Homework problems”

• FRG, DSE, AdS:  
-  along cross-over (and possibly co-existence) line 
- Slope of co-existence line at CP, streng of singularity, angle between t and h 
- Comparison with Lattice at imaginary chemical potential 
- Transport coefficients?? 
- Dynamics??????? 

• Lattice,FRG, DSE, AdS: Please provide (net) proton cumulants with baryon number 
observations (for example using using Kitazawa et al (1107.2755) and SAM (2003.13905)) 

• Stochastic hydro/Hydro plus:  
- Calculation of expanding system (critical and non-critical) 
- provide upper limit of signal for CP ?

ϵ, nB, s, p
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Homework

• List what is already done and send plot to Agnieszka 
• Systematics for Cumulant baselines
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The chef recommends
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Backup
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