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Which observables 
should we measure?

Which aspects of jets contain useful information 
about emergent properties of QCD?
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2



James Mulligan, UC Berkeley / LBNL INT Jet Quenching Workshop Oct 17, 2023

1. Sets of observables

2. Particle-level information
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Two complementary approaches
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Three approaches to learn about the QGP

1. Single observables

2. Sets of observables

3. Particle-level information
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1. Sets of observables
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There is no golden observable
Big picture

3

� We have a model of some physical process, say a relativistic heavy ion collision

� We have experimental measurements of this same process

Initial stage Hydrodynamics Cooper-Frye SMASH

What can we learn about 
the model from the 

measurements?

MADAI Collaboration

initial state hydrodynamic evolution

medium response

hadronization

hadronic rescattering

Need multiple observables to constrain medium properties 
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Bayesian estimation of ̂q
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Figure 23: A snapshot of q̂ extracted from charged hadron spectra [310, 396–400] as a function of temperat-
ure. A gray area is also shown in order to cover the central values of the extracted q̂ from different models for
demonstration purpose.

While these exercises help build a qualitative picture of the QGP inner workings, an accurate
determination of the QGP properties is still bounded by the current theoretical uncertainties to describe
simultaneously perturbative and non-perturbative interactions. With the continuous progress to achieve
a unified description of a coupled jet-medium evolution, more systematic studies will allow to extract,
with higher accuracy, fundamental properties of the QGP using hard probes.

5.1.2 Input from jet measurements

The nuclear modification factors of high transverse momentum charged particles are significantly lower
than one. This shows that the fast-moving hadrons are suppressed. Moreover, with the photon-tagged
and Z-tagged jet measurements, a significant modification of the jet pT spectra is observed. The mean
ratio of the jet and electroweak boson transverse momenta is shifted to a lower value, providing model-

55
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Apolinario, Lee, Winn 2203.16352

Agreement 
at large-T

Poor constraint 
at low-T

The jet transverse diffusion coefficient  encodes 
the microscopic structure of QGP partons

̂q
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Which observables should be included?

7

Hadron vs jet/2

TODO: animate

Raymond Ehlers (LBNL/UCB) - 05 September 2023 17
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C. Viscosity estimation and model accuracy for combined
RHIC & LHC data

Reviewing Figs. 4 and 5 we find that the observables at the
LHC give stronger constraints on the slope of the specific shear
viscosity at large temperature. It is the general expectation that
higher psNN collisions at the LHC are more sensitive to the
transport coe�cient at high temperature. This conclusion was
verified quantitatively in previous Bayesian parameter estima-
tion [24, 146]. For the present analysis, we do caution that we
currently use a di�erent number of observables at RHIC and
the LHC; consequently, we are not in a position to compare
systematically the constraining power of the two collision en-
ergies at the moment. We do expect RHIC and LHC data to
be complementary, and we proceed to a combined Bayesian
parameter estimation for Pb-Pb at psNN = 2.76TeV and Au-
Au at psNN = 200GeV collisions. For this combined anal-
ysis, the viscosity posterior for the Grad viscous correction is
shown in Fig. 6.

FIG. 6. The posterior for specific bulk (left) and shear (right) vis-
cosities resulting from a model parameter estimation using combined
data for Au-Au collisions at psNN = 200 GeV and Pb-Pb collisions
at psNN = 2.76 TeV.

As discussed in Section V A, all parameters are held the
same for the two systems except for their overall normaliza-
tions of the initial conditions — N [2.76 TeV] and N [0.2 TeV].
Recall that model parameters being kept constant does not im-
ply that the e�ective physical quantities are the same at RHIC
and the LHC. For example, the transport coe�cients are tem-
perature dependent, and the free-streaming time depends on
p
sNN and centrality through the total energy of the event.
The information gained by fitting both systems slightly re-

duces the width of the credible intervals for the specific shear
and bulk viscosities at temperatures above 250 MeV; the 90%
confidence band in the posterior for specific shear and bulk
viscosity is slightly smaller than the credible intervals given by
calibrating against either one of these two systems alone. This
illustrates the added constraining power accessed by combin-
ing the two data sets.

The simultaneous fit to experimental observables is shown
in Fig. 7, where we have plotted the emulator prediction for
the observables at one hundred parameter samples drawn ran-
domly from the posterior. Note that, in spite of some undeni-
able tension in the simultaneous fit of ALICE and STAR data

FIG. 7. The observables predicted by the Grad viscous correction
emulator, drawn from the posterior resulting from the combined fit
of ALICE data (left) for Pb-Pb collisions at psNN = 2.76 TeV and
STAR data (right) for Au-Au collisions at psNN = 200 GeV. The
simultaneous fit yields model observables which agree within ⇠20%
of experimental measurements.

(for example in the mean transverse momenta of kaons), our
hybrid model can describe simultaneously all of the observ-
ables we considered for the two systems to within 20% of the
experimental results. As discussed earlier, this is important:
our confidence in the significance of this section’s parameter
estimates rests on a good description of the experimental data
when sampling model parameters according to their posterior
probability distribution.

As a final emulator validation, we have calculated the Maxi-
mum A Posteriori (MAP) parameters of the Grad viscous cor-
rection model. Using these parameters, we simulated 5,000
fluctuating events and performed centrality averaging. The
comparison between the hybrid model prediction at the MAP
parameters and the experimental data are shown in Fig. 8, and
MAP parameters for the Grad, Chapman-Enskog and Pratt-

Preliminary

Tension between  extracted with 
jet  vs. hadron 

̂q
RAA RAA
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Hadrons high vs low/1

Raymond Ehlers (LBNL/UCB) - 05 September 2023 18

Source of tension: low-  hadron  datapT RAA

Highest-precision 
experimental data

Lowest-precision 
theoretical regime
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jet  vs. hadron 
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Which observables should be included?
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Sensitivity of  to jet substructurêq
Jet substructure constrains ̂q

Note:  Very few published jet observables 
can be directly compared to theory

This analysis: , , D(z) zg θg

Starting point: systematic, iterative 
selection of observables to 
constrain QGP properties
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C. Viscosity estimation and model accuracy for combined
RHIC & LHC data

Reviewing Figs. 4 and 5 we find that the observables at the
LHC give stronger constraints on the slope of the specific shear
viscosity at large temperature. It is the general expectation that
higher psNN collisions at the LHC are more sensitive to the
transport coe�cient at high temperature. This conclusion was
verified quantitatively in previous Bayesian parameter estima-
tion [24, 146]. For the present analysis, we do caution that we
currently use a di�erent number of observables at RHIC and
the LHC; consequently, we are not in a position to compare
systematically the constraining power of the two collision en-
ergies at the moment. We do expect RHIC and LHC data to
be complementary, and we proceed to a combined Bayesian
parameter estimation for Pb-Pb at psNN = 2.76TeV and Au-
Au at psNN = 200GeV collisions. For this combined anal-
ysis, the viscosity posterior for the Grad viscous correction is
shown in Fig. 6.

FIG. 6. The posterior for specific bulk (left) and shear (right) vis-
cosities resulting from a model parameter estimation using combined
data for Au-Au collisions at psNN = 200 GeV and Pb-Pb collisions
at psNN = 2.76 TeV.

As discussed in Section V A, all parameters are held the
same for the two systems except for their overall normaliza-
tions of the initial conditions — N [2.76 TeV] and N [0.2 TeV].
Recall that model parameters being kept constant does not im-
ply that the e�ective physical quantities are the same at RHIC
and the LHC. For example, the transport coe�cients are tem-
perature dependent, and the free-streaming time depends on
p
sNN and centrality through the total energy of the event.
The information gained by fitting both systems slightly re-

duces the width of the credible intervals for the specific shear
and bulk viscosities at temperatures above 250 MeV; the 90%
confidence band in the posterior for specific shear and bulk
viscosity is slightly smaller than the credible intervals given by
calibrating against either one of these two systems alone. This
illustrates the added constraining power accessed by combin-
ing the two data sets.

The simultaneous fit to experimental observables is shown
in Fig. 7, where we have plotted the emulator prediction for
the observables at one hundred parameter samples drawn ran-
domly from the posterior. Note that, in spite of some undeni-
able tension in the simultaneous fit of ALICE and STAR data

FIG. 7. The observables predicted by the Grad viscous correction
emulator, drawn from the posterior resulting from the combined fit
of ALICE data (left) for Pb-Pb collisions at psNN = 2.76 TeV and
STAR data (right) for Au-Au collisions at psNN = 200 GeV. The
simultaneous fit yields model observables which agree within ⇠20%
of experimental measurements.

(for example in the mean transverse momenta of kaons), our
hybrid model can describe simultaneously all of the observ-
ables we considered for the two systems to within 20% of the
experimental results. As discussed earlier, this is important:
our confidence in the significance of this section’s parameter
estimates rests on a good description of the experimental data
when sampling model parameters according to their posterior
probability distribution.

As a final emulator validation, we have calculated the Maxi-
mum A Posteriori (MAP) parameters of the Grad viscous cor-
rection model. Using these parameters, we simulated 5,000
fluctuating events and performed centrality averaging. The
comparison between the hybrid model prediction at the MAP
parameters and the experimental data are shown in Fig. 8, and
MAP parameters for the Grad, Chapman-Enskog and Pratt-
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Experimental guidance from Bayesian inference

Example: 
Restrict to 
either RHIC or 
LHC data

Fit dominated 
by LHC data

Long-term planning

JETSCAPE PRC 104, 024905 (2021)

28

FIG. 14. Sensitivity indices for LHC observables measured in the 0 � 5% (left) and 40 � 50% (right) centrality bin (except for the mean pT
event fluctuation �pT /pT for which the 40� 45% bin is plotted on the right), as a function of all model parameters. Plotted in blue is the Grad
viscous correction model, in red the Chapman-Enskog model, and in green the Pratt-Torrieri-Bernhard model. The bars show the sensitivity to
a 10% change in each parameter (� = 0.1).

Following Ref. [154] we define a local sensitivity index
as follows: define two points in parameter space by x =
(x1, x2, ..., xj , ..., xp) and x0 = (x1, x2, ..., (1 + �)xj , ..., xp)
where � is a fixed percent di�erence. We use our emulator to
predict all of the observables at these two points in parameter
space. Suppose for some particular observable O, the emula-

tor predicts Ô = Ô(x). Then, defining the percent di�erence
in the observable by

� ⌘
Ô(x0)� Ô(x)

Ô(x)
, (58)

Parameter sensitivity

JETSCAPE PRC 103, 054904 (2021)

See also: 
  Lai arXiv 1810.00835
  Sangaline, Pratt PRC 93, 024908 (2016)

Quantify impact of a model parameter 
on measured observables

Model-dependent guidance on where to focus experimental effort
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Current bottlenecks in Bayesian inference
Experiment Theory

Report uncertainty correlations
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Current bottlenecks in Bayesian inference
Experiment Theory

Report uncertainty correlations

• The uncertainty is just one number that characterizes 
the width of the (core) distribution 
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Current bottlenecks in Bayesian inference
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C. Viscosity estimation and model accuracy for combined
RHIC & LHC data

Reviewing Figs. 4 and 5 we find that the observables at the
LHC give stronger constraints on the slope of the specific shear
viscosity at large temperature. It is the general expectation that
higher psNN collisions at the LHC are more sensitive to the
transport coe�cient at high temperature. This conclusion was
verified quantitatively in previous Bayesian parameter estima-
tion [24, 146]. For the present analysis, we do caution that we
currently use a di�erent number of observables at RHIC and
the LHC; consequently, we are not in a position to compare
systematically the constraining power of the two collision en-
ergies at the moment. We do expect RHIC and LHC data to
be complementary, and we proceed to a combined Bayesian
parameter estimation for Pb-Pb at psNN = 2.76TeV and Au-
Au at psNN = 200GeV collisions. For this combined anal-
ysis, the viscosity posterior for the Grad viscous correction is
shown in Fig. 6.

FIG. 6. The posterior for specific bulk (left) and shear (right) vis-
cosities resulting from a model parameter estimation using combined
data for Au-Au collisions at psNN = 200 GeV and Pb-Pb collisions
at psNN = 2.76 TeV.

As discussed in Section V A, all parameters are held the
same for the two systems except for their overall normaliza-
tions of the initial conditions — N [2.76 TeV] and N [0.2 TeV].
Recall that model parameters being kept constant does not im-
ply that the e�ective physical quantities are the same at RHIC
and the LHC. For example, the transport coe�cients are tem-
perature dependent, and the free-streaming time depends on
p
sNN and centrality through the total energy of the event.
The information gained by fitting both systems slightly re-

duces the width of the credible intervals for the specific shear
and bulk viscosities at temperatures above 250 MeV; the 90%
confidence band in the posterior for specific shear and bulk
viscosity is slightly smaller than the credible intervals given by
calibrating against either one of these two systems alone. This
illustrates the added constraining power accessed by combin-
ing the two data sets.

The simultaneous fit to experimental observables is shown
in Fig. 7, where we have plotted the emulator prediction for
the observables at one hundred parameter samples drawn ran-
domly from the posterior. Note that, in spite of some undeni-
able tension in the simultaneous fit of ALICE and STAR data

FIG. 7. The observables predicted by the Grad viscous correction
emulator, drawn from the posterior resulting from the combined fit
of ALICE data (left) for Pb-Pb collisions at psNN = 2.76 TeV and
STAR data (right) for Au-Au collisions at psNN = 200 GeV. The
simultaneous fit yields model observables which agree within ⇠20%
of experimental measurements.

(for example in the mean transverse momenta of kaons), our
hybrid model can describe simultaneously all of the observ-
ables we considered for the two systems to within 20% of the
experimental results. As discussed earlier, this is important:
our confidence in the significance of this section’s parameter
estimates rests on a good description of the experimental data
when sampling model parameters according to their posterior
probability distribution.

As a final emulator validation, we have calculated the Maxi-
mum A Posteriori (MAP) parameters of the Grad viscous cor-
rection model. Using these parameters, we simulated 5,000
fluctuating events and performed centrality averaging. The
comparison between the hybrid model prediction at the MAP
parameters and the experimental data are shown in Fig. 8, and
MAP parameters for the Grad, Chapman-Enskog and Pratt-

Preliminary
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C. Viscosity estimation and model accuracy for combined
RHIC & LHC data

Reviewing Figs. 4 and 5 we find that the observables at the
LHC give stronger constraints on the slope of the specific shear
viscosity at large temperature. It is the general expectation that
higher psNN collisions at the LHC are more sensitive to the
transport coe�cient at high temperature. This conclusion was
verified quantitatively in previous Bayesian parameter estima-
tion [24, 146]. For the present analysis, we do caution that we
currently use a di�erent number of observables at RHIC and
the LHC; consequently, we are not in a position to compare
systematically the constraining power of the two collision en-
ergies at the moment. We do expect RHIC and LHC data to
be complementary, and we proceed to a combined Bayesian
parameter estimation for Pb-Pb at psNN = 2.76TeV and Au-
Au at psNN = 200GeV collisions. For this combined anal-
ysis, the viscosity posterior for the Grad viscous correction is
shown in Fig. 6.

FIG. 6. The posterior for specific bulk (left) and shear (right) vis-
cosities resulting from a model parameter estimation using combined
data for Au-Au collisions at psNN = 200 GeV and Pb-Pb collisions
at psNN = 2.76 TeV.

As discussed in Section V A, all parameters are held the
same for the two systems except for their overall normaliza-
tions of the initial conditions — N [2.76 TeV] and N [0.2 TeV].
Recall that model parameters being kept constant does not im-
ply that the e�ective physical quantities are the same at RHIC
and the LHC. For example, the transport coe�cients are tem-
perature dependent, and the free-streaming time depends on
p
sNN and centrality through the total energy of the event.
The information gained by fitting both systems slightly re-

duces the width of the credible intervals for the specific shear
and bulk viscosities at temperatures above 250 MeV; the 90%
confidence band in the posterior for specific shear and bulk
viscosity is slightly smaller than the credible intervals given by
calibrating against either one of these two systems alone. This
illustrates the added constraining power accessed by combin-
ing the two data sets.

The simultaneous fit to experimental observables is shown
in Fig. 7, where we have plotted the emulator prediction for
the observables at one hundred parameter samples drawn ran-
domly from the posterior. Note that, in spite of some undeni-
able tension in the simultaneous fit of ALICE and STAR data

FIG. 7. The observables predicted by the Grad viscous correction
emulator, drawn from the posterior resulting from the combined fit
of ALICE data (left) for Pb-Pb collisions at psNN = 2.76 TeV and
STAR data (right) for Au-Au collisions at psNN = 200 GeV. The
simultaneous fit yields model observables which agree within ⇠20%
of experimental measurements.

(for example in the mean transverse momenta of kaons), our
hybrid model can describe simultaneously all of the observ-
ables we considered for the two systems to within 20% of the
experimental results. As discussed earlier, this is important:
our confidence in the significance of this section’s parameter
estimates rests on a good description of the experimental data
when sampling model parameters according to their posterior
probability distribution.

As a final emulator validation, we have calculated the Maxi-
mum A Posteriori (MAP) parameters of the Grad viscous cor-
rection model. Using these parameters, we simulated 5,000
fluctuating events and performed centrality averaging. The
comparison between the hybrid model prediction at the MAP
parameters and the experimental data are shown in Fig. 8, and
MAP parameters for the Grad, Chapman-Enskog and Pratt-

Preliminary
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1. Sets of observables

2. Particle-level information
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Three approaches to learn about the QGP

1. Single observables

2. Sets of observables

3. Particle-level information
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Learning from data

Models are imperfect
Non-perturbative processes 
Parton shower approximations
Real-time quantum dynamics
…

Can we guide the experimental program in a model-independent way?

Example: large-R jets Example: jet mass
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Figure 12: The double ratio R
R

AA/R
R=0.2
AA for jets with |hjet| < 2.0, as a function of R, for R = 0.3–

1.0 with respect to R = 0.2, in various p
jet
T ranges for the 0–10% centrality class. The statisti-

cal uncertainties of data are shown as the vertical lines, whereas the systematic uncertainties
are shown as the shaded boxes. The width of the boxes carries no meaning. The predictions
from the HYBRID (dark orange, brown and yellow), MARTINI (purple), and LBT (lime and dark
green) models are compared to the data as colored bands.
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First measurement of jet mass in Pb–Pb and p–Pb collisions ALICE Collaboration
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collisions. By constraining both energy and virtuality experimentally, differential jet mass measurements
could provide further non-trivial tests for models of in-medium shower evolution.

The ratio of the jet mass distribution in central Pb–Pb collisions and minimum-bias p–Pb collisions is
compared to that in PYTHIA Perugia 2011 simulations at the two center-of-mass energies. The data ratio
is compatible with the PYTHIA expectation at the two center-of-mass energies within systematic uncer-
tainties. A hint of a difference within statistical uncertainties only in the ratio and in the mean jet mass in
the lowest pT,ch jet range is of interest to motivate further work on reducing the systematic uncertainties
in order to increase the precision in jet mass measurements as well as pursuing more differential studies,
for example with respect to hard fragmenting jets.

The fully-corrected results are consistent with the observation based on detector level comparison with
PYTHIA embedded jets. The measured jet mass in Pb–Pb collisions is not reproduced by the quenching
models considered in this letter and is found to be consistent with PYTHIA vacuum expectations within
systematic uncertainties. These results are qualitatively consistent with previous measurements of jet
shapes at the LHC [20, 62], which show only relatively small changes of the particle distributions in jets
in Pb–Pb collisions compared to pp collisions. The JEWEL model with “recoil on”, which describes
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The physics of jet quenching is encoded in the difference 
between ensembles of proton-proton and heavy-ion jets

How much information is in the nuclear modification factor of jets?

Yue Shi Lai,1, ⇤ James Mulligan,1, 2, † Mateusz P loskoń,1, ‡ and Felix Ringer1, §
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In heavy-ion collisions the substructure of jets is modified compared to a rescaled proton-proton
baseline due to the presence of the Quark-Gluon Plasma (QGP). In this work, we employ machine
learning techniques to quantify how much information is contained in the nuclear modification
factor of jet substructure observables. We formulate the question about the information content as
a binary classification problem where the machine is trained to learn information that distinguishes
jets in proton-proton and heavy-ion collisions. We perform the classification task using i) deep sets
which includes Infrared-Collinear (IRC) safe and unsafe information, ii) a complete basis of IRC safe
jet substructure observables which is passed to a Dense Neural Network (DNN) and iii) from the
trained DNN we identify optimal observables using symbolic regression. As a proof of concept, we
perform our analysis using parton shower event generator models but we expect that the proposed
framework can be applied directly to the raw data for which we outline possible future directions.
We expect that the automated design of suitable observables for heavy-ion collisions can provide
guidance for extracting information about the QGP from jet substructure data. In addition, the
proposed framework can also be applied to event-wide data samples in heavy-ion collisions and at
the future Electron-Ion Collider.

I. INTRODUCTION

Jets are highly energetic and collimated sprays of par-
ticles which are observed in the detectors of high-energy
scattering experiments such as RHIC and the LHC. They
directly reflect the underlying quark and gluon degrees
of freedom which acquire a large transverse momentum
due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
hot and dense nuclear matter, information about the
QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
section, it was found that only roughly half of the jets are
produced in heavy-ion collisions compared to pp []. In
addition, various jet substructure observables have been
measured in AA collisions. It turns out that some ob-
servables are consistent with no modification while oth-
ers are significantly modified due to the presence of the
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-
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Goal: Use ML to discriminate pp from AA 
events in a way that is interpretable

ML classifier trained directly 
on experimental data

Learn a function that encodes the differences 
between proton-proton and heavy-ion jets
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IRC-safe vs. IRC-unsafe physics

IRC-unsafe information contains 
significant discriminating power

We compare the IRC-unsafe network 
(PFN) to an IRC-safe network (EFN)

Figure 2. Classification performance of pp vs. AA jets quantified in terms of ROC curves using
IRC-unsafe PFNs and IRC-safe EFNs. The jet samples in pp and AA collisions are obained from
Pythia 8 [68] and Jewel [70, 71].

layers with 100 nodes each. For each dense layer we use the ReLU activation function [106]

and we use the softmax activation function for the final output layer of the classifier. We

train the neural networks using the Adam optimizer [107] with learning rates ranging from

10�3 to 10�4. We use the binary cross entropy loss function [108], and train for 10 epochs

with a batch size of 500. We find no significant changes in performance when changing the

size of the layers, latent space dimension, learning rate, and batch size by factors of 2-10.

For each reconstructed jet, we record the transverse momentum, rapidity and az-

imuthal angle (pT i, yi,�i) of each particle i inside the jet. Following Ref. [86], we perform

a preprocessing step to simplify the training process. We rescale the transverse momenta

of each particle inside the jet with the total transverse momentum of the observed jet. In

addition, we center the rapidity and azimuthal angles of the particles in the jet with respect

to the jet direction. The jet axis is determined using the E-scheme [109]. Here we only

consider PFNs without PID and we leave a more detailed exploration for future work. We

benchmark our setup using the quark- vs. gluon-jet data set provided in Ref. [110] as well

as our own generated quark and gluon samples with PYTHIA8, finding compatible results

with Ref. [86].

Figure 2 shows the ROC curve for pp vs. AA jets using the PFNs and EFNs. The

AUC is 0.860 for the PFN and 0.675 for the EFN. Since PFNs can e�ciently make use

of all the available information, we use them as a benchmark for the other classification

techniques discussed below.

– 8 –

f(p1, . . . , pM) = F (
M

∑
i=1

ziΦ ( ̂pi))
Classifier DNNs

Lai, Mulligan, Płoskoń, Ringer JHEP 10 (2022) 011

18



James Mulligan, UC Berkeley / LBNL INT Jet Quenching Workshop Oct 17, 2023

Lai, Mulligan, Płoskoń, Ringer JHEP 10, 011 (2022)

Significant information in soft physics of quenched jets – systematic quantification

The information content of jet quenching
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Three approaches to learn about the QGP

1. Single observables

2. Sets of observables

3. Particle-level information
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See also:
    Lu et al.,  JHEP 08 046 (2022)
    Romão et al. 2304.07196
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Information loss due to background

Figure 9. ROC curves for PFNs trained with (i) PYTHIA8/JEWEL jets, (ii) jets clustered from a
combination of PYTHIA8/JEWEL events with a thermal background, with event-wide constituent
subtraction applied (Rmax = 0.25), (iii) PYTHIA8/JEWEL jets only considering jet constituents
with pT > 1 GeV, and (iv) jets clustered from a combination of PYTHIA8/JEWEL events with a
thermal background, only considering jet constituents with pT > 1 GeV, with event-wide constituent
subtraction applied (Rmax = 0.25).

event from those correlated to the jet, and so to the extent that the noise distribution

overlaps with the signal distribution, the ability to distinguish the two is irrecoverably

reduced. Second, background subtraction algorithms themselves can cause information

loss. Since background subtraction inherently involves removal of particles from the jet,

and one does not have exact knowledge of which particles arise from the underlying event,

this procedure strictly results in information loss.

The jet classification methods used in Section 3 can be used to evaluate the magnitude

of each of these contributions. Within the context of the parton shower models considered,

we assess the overall impact of the underlying event on the jet classification performance

by comparing a PFN trained only on the hard jet particles to a PFN trained on the

combination of jet and background particles (after performing constituent subtraction).

Figure 9 shows that there is a dramatic decrease in the classification power due to the

presence of the underlying event. We also plot PFNs trained on jet particles with pT >

1 GeV. Comparing the ROC curves with and without this requirement, we find that in the

case without background, a large discrimination power resides in the soft physics – whereas

in the case with background, the presence of soft information makes no di↵erence. That is,

in the presence of background, su�ciently soft discrimination is no longer useful – and the

discrimination is dominated by hard physics. This observation presents a delicate challenge

– 19 –

Delicate challenge: soft information crucial, yet 
background prevents from being accessed

Lai, Mulligan, Płoskoń, Ringer JHEP 10 (2022) 011

Discriminating power is highly reduced by 
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Information loss due to background

Figure 9. ROC curves for PFNs trained with (i) PYTHIA8/JEWEL jets, (ii) jets clustered from a
combination of PYTHIA8/JEWEL events with a thermal background, with event-wide constituent
subtraction applied (Rmax = 0.25), (iii) PYTHIA8/JEWEL jets only considering jet constituents
with pT > 1 GeV, and (iv) jets clustered from a combination of PYTHIA8/JEWEL events with a
thermal background, only considering jet constituents with pT > 1 GeV, with event-wide constituent
subtraction applied (Rmax = 0.25).

event from those correlated to the jet, and so to the extent that the noise distribution

overlaps with the signal distribution, the ability to distinguish the two is irrecoverably

reduced. Second, background subtraction algorithms themselves can cause information

loss. Since background subtraction inherently involves removal of particles from the jet,

and one does not have exact knowledge of which particles arise from the underlying event,

this procedure strictly results in information loss.

The jet classification methods used in Section 3 can be used to evaluate the magnitude

of each of these contributions. Within the context of the parton shower models considered,

we assess the overall impact of the underlying event on the jet classification performance

by comparing a PFN trained only on the hard jet particles to a PFN trained on the

combination of jet and background particles (after performing constituent subtraction).

Figure 9 shows that there is a dramatic decrease in the classification power due to the

presence of the underlying event. We also plot PFNs trained on jet particles with pT >

1 GeV. Comparing the ROC curves with and without this requirement, we find that in the

case without background, a large discrimination power resides in the soft physics – whereas

in the case with background, the presence of soft information makes no di↵erence. That is,

in the presence of background, su�ciently soft discrimination is no longer useful – and the

discrimination is dominated by hard physics. This observation presents a delicate challenge

– 19 –

Delicate challenge: soft information crucial, yet 
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Figure 11. ROC curves comparing the performance with (i) Hard jet particles only, (ii) Hard jet
particles and background particles, with constituent subtraction applied (for two di↵erent values of
Rmax, and (iii) Hard jet particles and background particles, without any background subtraction
applied

possible, even to the extent of unfolding full events and thereby enabling the training of a

classifier directly on corrected particles.

There are several additional challenges in performing these measurements compared

to the Monte Carlo studies presented above. First, the detector conditions between the

proton-proton and heavy-ion data taking periods may be di↵erent – and the classifier will

naively learn these di↵erences. Second, in the pp � AA jet sample, one must ensure that

only soft particles – and not hard jets – enter the distribution from the embedded heavy-ion

event. Third, the size of the jet sample is limited by the available statistics recorded by

the experiment, which in turn can limit the performance of the classifier. These challenges

are each surmountable, and we are optimistic that such an analysis can be performed at

the LHC.

We propose that each of the three complementary studies in Sections 3-5 can be per-

formed on experimental data:

• Measuring the ROC curve. The measured ROC curve can serve as an observable

that can be compared to Monte Carlo event generators. Moreover, the distribution

of information content with complete sets of jet substructure observables can provide

a di↵erential test of jet quenching models, to the extent that highly soft-sensitive

observables, such as high-N N -subjettiness or high-dimension EFPs, can be reliably

measured in the presence of the heavy-ion underlying event.
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In heavy-ion collisions the substructure of jets is modified compared to a rescaled proton-proton
baseline due to the presence of the Quark-Gluon Plasma (QGP). In this work, we employ machine
learning techniques to quantify how much information is contained in the nuclear modification
factor of jet substructure observables. We formulate the question about the information content as
a binary classification problem where the machine is trained to learn information that distinguishes
jets in proton-proton and heavy-ion collisions. We perform the classification task using i) deep sets
which includes Infrared-Collinear (IRC) safe and unsafe information, ii) a complete basis of IRC safe
jet substructure observables which is passed to a Dense Neural Network (DNN) and iii) from the
trained DNN we identify optimal observables using symbolic regression. As a proof of concept, we
perform our analysis using parton shower event generator models but we expect that the proposed
framework can be applied directly to the raw data for which we outline possible future directions.
We expect that the automated design of suitable observables for heavy-ion collisions can provide
guidance for extracting information about the QGP from jet substructure data. In addition, the
proposed framework can also be applied to event-wide data samples in heavy-ion collisions and at
the future Electron-Ion Collider.

I. INTRODUCTION

Jets are highly energetic and collimated sprays of par-
ticles which are observed in the detectors of high-energy
scattering experiments such as RHIC and the LHC. They
directly reflect the underlying quark and gluon degrees
of freedom which acquire a large transverse momentum
due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
hot and dense nuclear matter, information about the
QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
section, it was found that only roughly half of the jets are
produced in heavy-ion collisions compared to pp []. In
addition, various jet substructure observables have been
measured in AA collisions. It turns out that some ob-
servables are consistent with no modification while oth-
ers are significantly modified due to the presence of the
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-

Figure 8. Distributions of observables in pp and AA collisions which have already been mea-
sured by experimental collaborations and examples of the machine-learned observables using the
N -subjettiness and EFP basis.

The corresponding ROC curve and the distribution of this ML-learned observable are shown

in Figs. 7, 8, respectively. We find that despite the simplicity of the machine-learned EFP

observable, it outperforms the other “traditional” observables. The intriguing aspect of

observables which involve a relatively small number of EFPs, as in Eq. (4.7), are that they

are generally analytically tractable within perturbative QCD.

5 Information loss: the underlying event and background subtraction

The large, fluctuating underlying event produced by the QGP causes notorious experi-

mental and theoretical challenges in heavy-ion collisions – in particular, by limiting which

observables can be reliably measured. Typically, background subtraction procedures are

applied in order to mitigate this problem. Systematic uncertainties associated with the

subtraction are estimated in order to adequatly capture the lack of exact knowledge of

which particles arise from the underlying event, and which from the jet.

From the perspective of information content, this presents two distinct mechanisms by

which the information in jet quenching can be lost. First, the fluctuating underlying event

can be viewed as a source of noise. One cannot distinguish particles arising from underlying
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In heavy-ion collisions the substructure of jets is modified compared to a rescaled proton-proton
baseline due to the presence of the Quark-Gluon Plasma (QGP). In this work, we employ machine
learning techniques to quantify how much information is contained in the nuclear modification
factor of jet substructure observables. We formulate the question about the information content as
a binary classification problem where the machine is trained to learn information that distinguishes
jets in proton-proton and heavy-ion collisions. We perform the classification task using i) deep sets
which includes Infrared-Collinear (IRC) safe and unsafe information, ii) a complete basis of IRC safe
jet substructure observables which is passed to a Dense Neural Network (DNN) and iii) from the
trained DNN we identify optimal observables using symbolic regression. As a proof of concept, we
perform our analysis using parton shower event generator models but we expect that the proposed
framework can be applied directly to the raw data for which we outline possible future directions.
We expect that the automated design of suitable observables for heavy-ion collisions can provide
guidance for extracting information about the QGP from jet substructure data. In addition, the
proposed framework can also be applied to event-wide data samples in heavy-ion collisions and at
the future Electron-Ion Collider.

I. INTRODUCTION

Jets are highly energetic and collimated sprays of par-
ticles which are observed in the detectors of high-energy
scattering experiments such as RHIC and the LHC. They
directly reflect the underlying quark and gluon degrees
of freedom which acquire a large transverse momentum
due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
hot and dense nuclear matter, information about the
QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
section, it was found that only roughly half of the jets are
produced in heavy-ion collisions compared to pp []. In
addition, various jet substructure observables have been
measured in AA collisions. It turns out that some ob-
servables are consistent with no modification while oth-
ers are significantly modified due to the presence of the
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-

Can apply these directly on experimental data today at RHIC and LHC — and the future EIC

Data-driven bound on jet modification 
in small systems
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Figure 8. Distributions of observables in pp and AA collisions which have already been mea-
sured by experimental collaborations and examples of the machine-learned observables using the
N -subjettiness and EFP basis.

The corresponding ROC curve and the distribution of this ML-learned observable are shown

in Figs. 7, 8, respectively. We find that despite the simplicity of the machine-learned EFP

observable, it outperforms the other “traditional” observables. The intriguing aspect of

observables which involve a relatively small number of EFPs, as in Eq. (4.7), are that they

are generally analytically tractable within perturbative QCD.

5 Information loss: the underlying event and background subtraction

The large, fluctuating underlying event produced by the QGP causes notorious experi-

mental and theoretical challenges in heavy-ion collisions – in particular, by limiting which

observables can be reliably measured. Typically, background subtraction procedures are

applied in order to mitigate this problem. Systematic uncertainties associated with the

subtraction are estimated in order to adequatly capture the lack of exact knowledge of

which particles arise from the underlying event, and which from the jet.

From the perspective of information content, this presents two distinct mechanisms by

which the information in jet quenching can be lost. First, the fluctuating underlying event

can be viewed as a source of noise. One cannot distinguish particles arising from underlying
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at the observable level. We expect that several of the
science goals discussed in the previous Section can be
achieved without explicitly relying on simulated data.
Spin asymmetries such as TSSAs in Eq. (1) are measured
as the di�erence between cross sections with di�erent (lon-
gitudinal or transverse) spin orientations of the particles
in the initial state. Therefore, we can train a machine
learning algorithm that directly maximizes the size (posi-
tive or negative sign) of the spin asymmetry as repeated
in Eq. (2):

max
◊

|AUT (◊)| . (8)

The machine learning algorithm is given here in terms of
the set of parameters ◊. The optimization of a machine
learning algorithm using Eq. (8) only requires experimen-
tally accessible / hadron-level information. The training
does not explicitly require a UV definition of the jet
flavor and it does not rely on simulated data. As dis-
cussed above, spin asymmetries are often small due to
cancellations between di�erent flavor combinations. By
including a machine learning algorithm that is using the
size of the spin asymmetry as an optimization metric or
loss function, we can e�ectively achieve a flavor separa-
tion. Within QCD factorization, the sum rules in Eqs. (4)
and (6) provide the direct connection of the machine
learning algorithm that is optimized using the objective
function in Eq. (8) to parton level quantities.

Instead of solving the regression problem in Eq. (8)
directly, we can formulate the task as a classification
problem where the machine learning techniques discussed
in the following Sections can be applied. By training
a classifier that distinguishes jets produced in events
where the incoming proton has opposite transverse or
longitudinal spin orientation, we can find a classifier that
maximizes the corresponding spin asymmetry. We note
that this approach is similar to other discrimination tasks
where the training labels are known such as between
jets in proton-proton and heavy-ion collisions where the
trained classifier can be used to maximize the deviation
of the nuclear modification factor from unity:

max
◊

|RAA(◊) ≠ 1| = max
◊

----
d‡AA

d‡pp
(◊) ≠ 1

---- . (9)

See Refs. [35, 44, 94, 95] for more details. The identifica-
tion of a machine learned-classifier can be performed di-
rectly on data before unfolding [35] or using corrected full
events [96]. Subsequently, an observable can be identified
that is calculable in perturbative QCD and that approxi-
mates the performance of the machine learned-classifier.
For example, this can be achieved using complete sets of
observables such as the N -subjettiness basis or Energy
Flow Polynomials (EFPs) that will be discussed below.
Using this observable, an unfolding procedure can be ap-
plied and the data can eventually be included in a global
analyses of quantum correlation functions.

III. SIMULATION AND TRAINING SETUP

To perform the studies in the remainder of this article,
we generate simulated events using the Monte Carlo event
generator PYTHIA6 [97], which serves as the training data
for the (supervised) machine learning based classification
algorithms. In the following, we describe the simulated
event sample and the machine learning architecture.

A. Event generation

We generate two data sets for the following studies, both
using PYTHIA6 [97] with the eRHIC tune [98]. We use
CTEQ6.1 [99] and SAS 1D-LO [100] proton and photon
PDFs, respectively. See Figure 1 for an illustration of the
two processes in the respective data sets.

First, we generate jet samples using leading-order (LO)
DIS as the hard-scattering process for the jet flavor tag-
ging studies discussed in Section IV. At LO, the final state
consists of the scattered electron and a single jet originat-
ing from di�erent quark flavors. The LO DIS process is
given the process number 99 according to PYTHIA6. We
then identify the jet flavor with the flavor of the underly-
ing quark in the LO DIS process (“ú

q æ q). We require
the photon virtuality and inelasticity to be in the range
25 < Q

2
< 1000 GeV2 and 0.1 < y < 0.85, respectively.

Since gluons do not contribute at LO in DIS, we gener-
ate a second data set for our studies in Section V of quark
vs. gluon jet tagging using di-jet events in low-Q2 photo-
production events, including both the direct and resolved
photon contributions. At LO, the final state consists of
the scattered electron in the forward direction close to
the beam axis and a di-jet pair, which can be initiated
by both quarks and gluons. We require low 10≠5

< Q
2

<

1 GeV2, while maintaining the same cut on the inelastic-
ity 0.1 < y < 0.85. We identify quark and gluon jets in
the photoproduction events using the PYTHIA6 resolved
processes 11 (qq æ qq), 12 (qq̄ æ qq̄), 53 (gg æ qq̄) and
13 (qq̄ æ gg), 68 (gg æ gg) and the direct photon-gluon
fusion processes 135 (“ú

T g æ qq̄), 136 (“ú
Lg æ qq̄), where

the subscripts T and L denote the transverse and longi-
tudinal polarization contributions, respectively. For the
quark vs. gluon jet studies in Section V A, we neglect
the resolved process 28 (qg æ qg) and the direct QCD
Compton processes 131 (“ú

T q æ qg) and 132 (“ú
Lq æ qg)

in order to avoid ambiguity in labeling processes with qg

final states, whereas in Section V B we include them. We
note that jet cross sections and jet substructure observ-
ables in EIC photoproduction events were considered in
Ref. [101–103]. In addition, a comparison of PYTHIA6 re-
sults to jet substructure data from HERA was performed
in Ref. [103].

In accordance with experimental particle detection ca-
pabilities, we include all particles in the event and in the
jet reconstruction with a lifetime of c· > 1 cm. This

3

capabilities for the detected particle species, leaving the
implementation of a simulated detector response and the
impact on the jet energy scale and resolution for future
work. Nonetheless, by varying the minimum particle pT

of the particles input to the classifier as well as compar-
ing the performance when PID or charge information are
included, we will elucidate baseline considerations on the
importance of reconstructing low pT particles and recon-
structing PID vs. charge information. For strange quark
initiated jets, we additionally study the impact of identify-
ing the weakly decaying strange hadrons from their decay
products by comparing the jet flavor tagging performance
when the classifier is supplied with the undecayed strange
hadrons vs. their decay products.

We foresee several specific applications of machine learn-
ing based jet and event classification to the major physics
goals of the EIC, several aspects of which we will discuss
in further detail in Section II:

(i) Strengthening constraints on (transverse momentum
dependent) PDFs. The flavor tagging of jets will be an im-
portant component to constrain collinear and transverse
momentum dependent PDFs. For example, charm-tagged
jets can increase the sensitivity to the (collinear) strange
quark PDF in charged current events [32]. In addition,
di-jet events with charm and anti-charm tagging can also
help to constrain the gluon TMD, including the gluon
Sivers function at the EIC [33]. Jet substructure observ-
ables have also been proposed to constrain the gluon
PDF at the LHC [34]. New opportunities relevant to
RHIC and the EIC include the gluon helicity distribution,
the parton-in-photon PDF, spin-dependent TMD PDFs
and fragmentation functions some of which we explore
quantitatively in this work. In our studies, we find that
machine learning-based classifiers outperform traditional
observables like the jet charge and therefore we expect
that machine learning can significantly enhance the con-
straints on PDFs. Machine learned classifiers provide an
upper bound on the information content contained in the
jet or event [23] and can be used to design closed-form
observables using symbolic regression techniques that are
calculable in perturbative QCD [21, 35, 36]. Additionally,
machine-learned event-by-event classifiers may eventu-
ally be directly included in global analyses of quantum
correlation functions like PDFs.

(ii) Enhancing the sensitivity to the transverse single
spin asymmetries. Transverse Single Spin Asymmetries
(TSSAs) constitute some of the hallmark measurements
at RHIC and the future EIC and they provide constraints
on the spin structure of the proton. TSSAs are defined
as the di�erence of cross sections where the incoming
protons have di�erent transverse spin (ø¿) orientations

AUT = d‡
ø

≠ d‡
¿

d‡ø + d‡¿ . (1)

However, it has generally been challenging to measure
non-zero TSSAs, in particular, for those associated with
jets [37]. Recently, the STAR Collaboration used the jet
charge as an additional measurement to increase the size

of the asymmetry [38]. In this paper, we propose that an
enhancement of the TSSA signal

max
◊

|AUT (◊)| , (2)

can be achieved by including an additional machine-
learned measurement, which is here given by the parame-
ters ◊. This can be achieved by formulating the regression
task in Eq. (2) as a classification problem of jets (or events)
that are obtained in scattering processes with di�erently
polarized protons (ø¿) in the initial state. By applying a
classifier trained to distinguish jets in events with di�erent
initial spin orientations as an additional measurement,
similar to the jet charge, larger spin asymmetries may
be obtained, which can provide better constraints on the
corresponding quantum correlation functions in global
analyses.

(iii) Elucidating cold nuclear matter e�ects. One of
the goals of the EIC is to achieve an understanding of
the transport properties of nuclear matter such as the jet
transport coe�cient q̂, which denotes the mean square of
the momentum transfer between a propagating hard jet
and the nuclear medium [39–43]. This can be achieved by
comparing jet observables in eA collisions to those in ep

collisions, similar to the jet quenching program comparing
AA and pp collisions at RHIC and the LHC. The entire
basis for extracting such properties of nuclear matter is
the di�erence between eA and ep observables. By train-
ing machine learning methods to distinguish these two
classes of events, one can use interpretable machine learn-
ing methods to gain insight into the type of information
responsible for these di�erences, and thereby make connec-
tions to calculable observables in perturbative QCD [35].
Additionally, by tagging quark and gluon jets separately,
one can achieve a more detailed understanding of the
jet quenching interaction. This has remained challeng-
ing in the AA jet quenching program [44, 45], and the
eA program will o�er a cleaner environment where such
techniques may be more likely to succeed.

The remainder of this work is organized as follows. In
Section II, we propose several applications of machine
learning based jet identification we carry out in this paper
to the scientific program of the EIC. In Section III, we
discuss the event generation setup of our studies and
present the di�erent machine learning algorithms used in
this work. In Section IV we present results for jet flavor
classification at the EIC, and in Section V we extend the
classification to identify underlying hard processes in full
events. In Section VI, we draw conclusions and provide
an outlook.

II. MACHINE LEARNING APPLICATIONS TO
HADRON STRUCTURE AND SPIN PHYSICS

In this Section, we propose several applications of ma-
chine learning based jet classification algorithms to the
scientific program of the EIC and the ongoing RHIC pro-
gram. In Section II A we provide a high-level description

Data-driven observable design to 
maximize TSSAs — hadron structure 

AUT

|pT1 + pT2 |

vs.
 

pA

pp

How much information is in the nuclear modification factor of jets?

Yue Shi Lai,1, ⇤ James Mulligan,1, 2, † Mateusz P loskoń,1, ‡ and Felix Ringer1, §
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In heavy-ion collisions the substructure of jets is modified compared to a rescaled proton-proton
baseline due to the presence of the Quark-Gluon Plasma (QGP). In this work, we employ machine
learning techniques to quantify how much information is contained in the nuclear modification
factor of jet substructure observables. We formulate the question about the information content as
a binary classification problem where the machine is trained to learn information that distinguishes
jets in proton-proton and heavy-ion collisions. We perform the classification task using i) deep sets
which includes Infrared-Collinear (IRC) safe and unsafe information, ii) a complete basis of IRC safe
jet substructure observables which is passed to a Dense Neural Network (DNN) and iii) from the
trained DNN we identify optimal observables using symbolic regression. As a proof of concept, we
perform our analysis using parton shower event generator models but we expect that the proposed
framework can be applied directly to the raw data for which we outline possible future directions.
We expect that the automated design of suitable observables for heavy-ion collisions can provide
guidance for extracting information about the QGP from jet substructure data. In addition, the
proposed framework can also be applied to event-wide data samples in heavy-ion collisions and at
the future Electron-Ion Collider.

I. INTRODUCTION

Jets are highly energetic and collimated sprays of par-
ticles which are observed in the detectors of high-energy
scattering experiments such as RHIC and the LHC. They
directly reflect the underlying quark and gluon degrees
of freedom which acquire a large transverse momentum
due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
hot and dense nuclear matter, information about the
QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
section, it was found that only roughly half of the jets are
produced in heavy-ion collisions compared to pp []. In
addition, various jet substructure observables have been
measured in AA collisions. It turns out that some ob-
servables are consistent with no modification while oth-
ers are significantly modified due to the presence of the
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-
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A new opportunity: systematic, iterative design of sets of experimental analyses
James Mulligan, LBNL NSD Physics Seminar, LBNL Feb 9, 2023 20

Three approaches to learn about the QGP

1. Single observables

2. Sets of observables

3. Particle-level information
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We have vast freedom in what we choose to measure at colliders in order to elucidate 
emergent behaviors of QCD — are we fully exploiting the data sets we have in hand?
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