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UNCERTAINTY QUANTIFICATION

• Certain Scientific applications do not perform uncertainty 
quantification

• Working group seeks to enable uncertainty quantification

• We look for workflow developments to facilitate uncertainty 
quantification

• Uncertainty quantification due to hardware is on the radar
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RADICAL CYBER TOOLS

• Tools efficient workflow management on HPC resources.

• Radical pilot: For homogeneous and independent task

• Radical Ensemble toolkit: For complex workflows with 
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Level Placement Scheduler (ALPS) [38] enables the concur-
rent execution of a limited number of different executables
on CRAY systems. CRAM [39] parallelizes the execution of
multiple executables by statically bundling them into a single
MPI executable. TaskFarmer [40] and Wraprun [41] enable
single-core or single-node executables to be run within a sin-
gle mpirun and aprun allocation.

III. DESIGN OF RADICAL-PILOT (RP)

RADICAL-Pilot (RP) is a pilot system designed to address
the main limitations of the tools described in §II, either by
implementing missing capabilities or by enabling integration
among independent software systems. RP addresses research
challenges related to efficiency, effectiveness, scalability and
both workload and resource heterogeneity. RP requires man-
aging the flow of information across multiple components, dis-
tributed across different machines. Further, RP has to enable
scheduling, placement and launching of heterogeneous tasks
on heterogeneous resources, with minimal overheads and max-
imal resource utilization.

Accordingly, RP enables the execution of one or more work-
loads comprised of heterogeneous tasks on one or more HPC
platforms. Tasks can be implemented as stand-alone executa-
bles, free functions or class methods. These tasks can be
placed, launched and executed on CPUs, GPUs and other ac-
celerators, on the same pilot or across multiple pilots. As a pi-
lot system, RP schedules tasks concurrently and sequentially,
depending on available resources, and defines scheduling poli-
cies for executing tasks on the acquired resources.

RP offers five unique features when compared to other pilot
systems that execute workloads on HPC platforms: (1) con-
current execution of tasks with five types of heterogeneity;
(2) concurrent execution of multiple workloads on a single
pilot, across multiple pilots and across multiple HPC plat-
forms; (3) support of all major HPC batch systems to ac-
quire and manage computing resources; (4) support of fifteen
methods to launch tasks; and (5) integration with third-party
workflow and runtime systems. The five types of task het-
erogeneity supported by RP are: (1) type of task (executable,
function or method); (2) parallelism (scalar, MPI, OpenMP, or
multi-process/thread); (3) compute support (CPU and GPU);
(4) size (1 hardware thread to 8000 compute nodes); and du-
ration (zero seconds to 48 hours).

Every pilot system requires scheduling a job on an HPC ma-
chine via its batch system to acquire resources, which makes
supporting diverse platforms with the same code base chal-
lenging. RP uses RADICAL-SAGA [42] to support all the ma-
jor batch systems: Slurm, PBSPro, Torque, LGI, Cobalt,
LSF and LoadLeveler. Further, as a runtime system, RP
supports the following methods to perform task placement and
launching: aprun and ccmrun/mpirun_ccmrun on Cray;
jsrun, dplace/mpirun_dplace, runjob and POE on
IBM; srun on Slurm; ibrun on TACC; and ORTE, PRRTE,
orte_lib, ssh, rsh, mpirun, mpiexec, mpirun_mpt,
mpirun_rsh and fork on multiple platforms.

Supporting the concurrent execution of heterogeneous tasks
via different batch systems and diverse placing/launching
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Fig. 1. RADICAL-Pilot architecture.

methods requires specific design features. Particularly chal-
lenging is to enable extensibility and scalability within a single
system, avoiding fragmentation into multiple special-purpose
systems. RP is designed to enable localized changes to the ex-
isting code base to add new capabilities required by tasks, and
new platforms to acquire resources. Further, RP can instantiate
multiple instances of its components, distributing them across
available resources, depending on the platform specifics. Each
component can be individually configured so as to enable fur-
ther tailoring while minimizing code refactoring.

RP improves capabilities already available in other pilot sys-
tems by not adding any software requirement on the HPC
platforms and by exposing an API specific to the pilot ab-
straction. RP does not require the deployment of services and
daemons, nor to access any dedicated interface or port on the
login nodes of the HPC platforms. Instead, RP uses capabil-
ity already available like ssh, gsissh or scp. RP API en-
ables the development of tools on top of the pilot abstraction,
cleanly separating resource selection, acquisition and schedul-
ing from task definition, scheduling, placement and execution.
RP API is implemented in Python, avoiding the need for a
domain-specific language.

The need to support both task and resource-level het-
erogeneity while avoiding the development of independent
special-purpose systems, imposes design trade-offs. RP’s con-
figurability allows it to perform well for diverse resources and
workloads, but RP is not optimized for any specific use case.
Our configuration-based approach is powerful but it can re-
quire extensive tailoring, especially for scenarios other than
those supported by default. Further, the dependence on the
software environment of each HPC platform makes deploy-
ment fragile as every change in the environment may require
changes in RP’s configuration. This is mitigated by a dedi-
cated integration testing framework but remains a main chal-
lenge of RP’s maintainability and portability. Porting RP to
a new platform may require just a new configuration file or
writing a connector for a batch system not yet supported or
an executor for a new (MPI) launching system. While devel-
oping connectors and executors requires system programming
skills, they are standalone components that require no changes
to the rest of RP code base.

RADICAL PILOT

M. Trill,  et. al, arXiv:1903.10057

Requests resources for 
ensemble runs

Manages the parallel executing 
of a given set of Tasks on both 
CPU/GPU

Can be configure to various 
HPC Platforms
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RADICAL ENSEMBLE TOOLKIT : ENTK

7

M. Titov,  et. al, arXiv:2407.01484

Requests resources for ensemble runs

Manages the parallel executing of a given set 
of Tasks on both CPU/GPU

Can be configure to various HPC Platforms

Handles tasks dependencies through 
pipelines
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PERFORMANCE

8

M. Titov,  et. al, arXiv:2407.01484 E. Merzky,  et. al, arXiv:2103.00091

Scaling on Frontier: Uncertainty�antification Workflow Applications using ExaWorks to Enable Full System Utilization

We implemented the UQ pipeline as a set of EnTK work�ow
applications, where each UQ stage corresponds to the EnTK appli-
cation (with a single EnTK pipeline) and consists of one or more
EnTK stages. We implemented the pre-/post-processing operations
into dedicated EnTK tasks and grouped them into EnTK stages.
Having a dedicated application per UQ stage allows us to execute
the stages individually or as part of the whole UQ pipeline. The
developed code is located in the project’s GitHub repository [11].

Listing 1: EnTK representation of an ExaCA task on Frontier.
import radical.entk as re

import radical.pilot as rp

exaca_path = �ExaCA/build_amd_cp/install/bin�
exaca_task = re.Task({

�executable � : f�{exaca_path }/ExaCA -Kokkos �,
�arguments � : [�inputs.json�],
�pre_exec � : [

�module load craype -accel -amd -gfx90a �,
�module load rocm /5.4.0 �,
�export CRAYPE_LINK_TYPE=dynamic �,
�export MPIR_CVAR_GPU_EAGER_DEVICE_MEM =0�,
�export MPICH_GPU_SUPPORT_ENABLED =1�

],
�cpu_reqs � : {�cpu_processes � : 8,

�cpu_threads � : 7,
�cpu_thread_type � : rp.OpenMP},

�gpu_reqs � : {�gpu_processes � : 1}
})

UQ Stage 1 is transformed into the EnTK application with the
following EnTK stages: AdditiveFOAM’s pre-processing and Addi-
tiveFOAM, ExaCA and ExaCA-Analysis. The variousmelt pool cases
(AdditiveFOAM) and microstructure generation cases (ExaCA) are
represented as single tasks within each of their corresponding EnTK
stages. An example of an ExaCA task implemented with EnTK is
shown in Listing 1. All of the logic needed to drive Stage 1 is imple-
mented in one script, which acts as a standalone EnTK application.
This application handles failed tasks by re-submitting them as part
of the consecutive batch job (i.e., the next EnTK run). This auto-
mated process helps to deal with hardware failures to run collected
failed tasks using a new job allocation. During re-submission of
failed tasks, the execution order is preserved according to the order
of the original EnTK stages.

UQ Stage 3 integrates a corresponding EnTK application to lever-
age all the job ensembles (i.e., set of simulations per batch job). Addi-
tional logic has been added so that each ensemble respects Frontier’s
job scheduling policy in terms of walltime limits per amount of re-
quested compute nodes. Each simulation is represented as a single
EnTK task. Task failures are handled following the same approach
as for UQ Stage 1 (re-submitted job size is smaller and correlates to
the number of failed tasks).

Using EnTK (which supportsmultiple job schedulers such as Flux,
LSF, Slurm, PBSPro, or Cobalt) allowed us to abandon the manual
creation andmanagement of batch scripts in favor of having a single
ensemble manager EnTK to handle everything in one large job or
subsequent smaller jobs submissions. We also introduced fault-
tolerance for task execution level, which improved the e�ciency of
each EnTK application and UQ pipeline as a whole.

4 FRONTIER RUN
RP as a runtime system underneath any EnTK application guaran-
tees portability of resource management capabilities among HPC
platforms with di�erent architectures. We used Crusher (an early-
access testbed platform for the Frontier system) to evaluate the
upcoming exascale system’s architecture, and to pre-con�gure and
adjust RP components. Since every new platform has a speci�c
con�guration for their job scheduler, the runtime system should
be con�gured accordingly, e.g., number of available cores per node,
number of cores reserved for system processes, con�gurable options
for multiple concurrent executions per node, etc.

Developed EnTK applications are easily recon�gured for each
platform via its resource con�guration and corresponding execution
environment setup for every task type (e.g., see attribute pre_exec
for the EnTK task in Listing 1). These applications have been tested
on multiple platforms at OLCF with di�erent job schedulers: Sum-
mit (LSF), Crusher (Slurm), and Frontier (Slurm).

Early runs on Summit and Crusher utilized up to 10 compute
nodes for several hours, and were used to verify the correctness and
stability of the execution process before targeting Frontier. With
the scale-up on Frontier, resource utilization is the following:

• AdditiveFOAM work�ow utilized 40 compute nodes for 2
hours (every task requires 4 nodes with 56 cores per node);

• ExaCA work�ow utilized 125 compute nodes for 4 hours
(every task requires 1 node and utilizes 8 MPI ranks with
7CPUs-1GPU decomposition);

• ExaConstit work�ow utilized 8000 compute nodes (85% of
Frontier’s nodes) for up to 3.3 hours to run and orchestrate
7875 tasks (every task requires 8 nodes with 8 MPI ranks
per node with the typical 7CPUs-1GPU decomposition, and
runtime ⇠10-25 min).

Figure 2: Resource utilization by the EnTK application (UQ
Stage 3): 100% corresponds to 448,000 CPU cores (not consid-
ering 8 cores per node reserved for system processes) and
64,000 GPUs.

“Full” scale run for UQ Stage 3 constantly utilized most of the
available resources (total resource utilization is 90%) with a minimal
overhead (OVH) of the EnTK application (i.e., bootstrapping EnTK
components). Fig. 2 shows that OVH (light blue color) is just 85s,
while the total execution time of all simulations (TTX) is 7989s
(the job runtime is 8074s). ExaAM work�ows implemented with

Titov and Carson, et al.

EnTK reached a scheduling throughput of 269 tasks/s, launching
51 tasks/s. Those rates are part of Fig. 3 (initial slopes of blue and
orange lines), which also shows the number of tasks executing
concurrently (orange color) as well as the number of tasks pending
to be launched (blue color).

Figure 3: Concurrency of 7875 EnTK tasks (UQ Stage 3) in
scheduling and running (execution) states.

We registered only 10 task failures across the UQ Stage 3 run.
Two tasks failed on the very last simulation step due to too large of a
time step for the speci�c loading condition and RVE, but they were
still far enough out for the purpose of constructing the macroscopic
material model parameters. The other eight tasks failed due to
a single node failure and ran successfully once automatically re-
submitted on Frontier by EnTK.

5 SUMMARY
In this paper, we have presented the novel ExaAM UQ pipeline and
its implementation with RADICAL-EnTK. Running simulations for
the additive manufacturing process requires an exascale heteroge-
neous machine (for CPU-GPU intensive computations), as well as
an e�cient ensemble manager to automate the execution of the
whole UQ pipeline and manage varying resource requirements,
di�erent execution environments while o�ering fault-tolerance. Se-
lecting EnTK as a work�ow engine ensures running the UQ pipeline
e�ciently and e�ectively. Once implemented in EnTK, these ap-
plications are portable across multiple LCF platforms. We tested
them on OLCF Summit, Crusher and Frontier. For runs on Frontier,
we progressively increased scale until executing the ExaConstit
work�ow with 7875 tasks on 8000 compute nodes (85% of Frontier’s
nodes). We achieved a total resource utilization of 90%. We continue
to study the scaling challenge, while increasing the number of con-
current simulations and conducting experiments with di�erent job
schedulers (e.g., Flux, in case of limitations with Slurm and LSF).
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• Solves integrals that encode the 
strong interactions in 4D

APPLICATION CASE: LATTICE QCD
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-Lattice Spacing
-Volume
-Pion mass

• Multiple integrals (ensembles) 
required for physical results with 
systematics uncertainties 

• Typical ensemble O(1000) 
Integration variables (gauge fields)

• Workflow traditionally split into:

• Monte Carlo Sampling of the 
Gauge fields: few streams/
ensemble  

• Measurements: independent for 
every gauge field
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Application Case- LatticeQCD

• Gauge generation workflow 

• Optimizing the Markov part of 
the Gauge generation 

• Case set up: a 4-member 
ensemble gauge generation 
run in 

• In Member_1 .. Member_4 are 
4 self contained ensemble 
members. Each has a 
run_16.sh script which will run 
the ensemble member on 16 
nodes (need 64 nodes in 
total)

10
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Lattice QCD Measurement Workflow
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Python scripts are used
To generate each task
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NUCLEON AXIAL COUPLING
• One of the most simple calculation

• Systematics errors are challenging

Figure 43: Lattice results and FLAG averages for the isovector axial charge gu�d
A for Nf = 2,

2 + 1 and 2 + 1 + 1 flavour calculations. Also shown is the experimental result as quoted in
the PDG [165].

axial charge by the interval 1.218  gu�d

A
 1.274, where the lower bound is identified

with the result of PNDME 18, while the upper bound is the weighted average plus the
scaled 1� uncertainty. Hence, for Nf = 2+1+1 we quote gu�d

A
= 1.246(28) as the FLAG

estimate, where the central value marks the mid-point of the interval, and half the width
is taken to be the error.

For QCD with Nf = 2 + 1 dynamical quarks, the calculations of �QCD 18 [101],
Mainz 19 [102] and NME 21 [965] are free of red tags, while the calculation by PACS 18A
[843] and LHPC 19 [845] do not o↵er enough control over lattice artefacts according to
the FLAG criteria. Since the result by NME 21 was published only as a preprint by the
FLAG deadline, it does not qualify for being included in a global average. Hence, for
Nf = 2 + 1 we compute a weighted average from �QCD 18 [101] and Mainz 19 [102],
assuming no correlations between the two calculations. This yields gu�d

A
= 1.248(23) with

�2/dof = 0.07.
Due to the modified criteria for excited-state contamination, none of the results ob-

tained in two-flavour QCD qualify for a global average. Nonetheless, we find it instructive
to show the results for Nf = 2 together with the calculations with Nf = 2+1 and 2+1+1
and the respective FLAG estimates in Fig. 43.

To summarize, the FLAG averages for the axial charge read

Nf = 2 + 1 + 1 : gu�d

A
= 1.246(28) Refs. [98–100], (430)

Nf = 2 + 1 : gu�d

A
= 1.248(23) Ref. [101, 102], (431)

Within errors, these averages are compatible with the result of gu�d

A
= 1.2724(23) quoted

by the PDG. While the most recent lattice calculations reproduce the axial charge at the
level of a few percent or even better, the experimental result is more precise by an order
of magnitude.

258

  

Nucleon Axial Coupling  

Controlling systematic errors 
have proved to be challenging

One of the easiest nucleon 
quantities to compute, should be 
precisely determined from LQCD 
before the more complex ones

Nucleon Form Factors

H. Monge-Camacho (U. de Costa Rica) March 5, 2021 10 / 23
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CORRELATOR ANALYSIS
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CONTINUUM EXTRAPOLATION
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INFINITE VOLUME EXTRAPOLATION
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EXTRAPOLATION MODELS
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Furthermore, because of the good chiral property of our lattice dis-
cretization, we expect ZA = ZV up to small artefacts. We have
computed these factors in RI-SMOM schemes and with momentum
sources, as proposed in67, resulting in high statistical precision. We
observe the ratio of the renormalisation coefficients ZA�ZV to be
commensurate with unity at one part in 10,000, indicating that the lat-
tice action we use preserves chiral symmetry to very good approxima-
tion, see Supplemental Data Fig. 2. In this procedure, the renormalisa-
tion scale is given by µ =

�

q2 (q2 ≥ 0) and q is the vertex momentum
transfer. This result, together with the improved stochastic uncertainty
gained from simultaneously fitting the vector FH ratio, further reduces
the final uncertainty of our result.

Since the quark bi-linear matrix elements used to determine the
renormalisation coefficients are not gauge invariant, we perform these
calculations in Landau gauge. Landau gauge fixing however, is incom-
plete and the resulting coefficients will be evaluated at one of many
Gribov regions68. We sample the distribution of renormalisation co-
efficients over different Gribov regions by repeating the calculation
after performing random global gauge transformations to the gauge
fields. We observe that the systematic uncertainty from this effect is
subdominant to the statistical uncertainty of the renormalisation coef-
ficients (Supplemental Data Fig. 2). We performed a dedicated flow-
time study of ZA�ZV on a subset of the ensembles and find this ratio
is also flow-time independent.

S.6. Parameterization of the chiral, continuum and
infinite volume extrapolations

The results of these calculations (Extended Data Table I) must be
extrapolated to the physical point. gA is a dimensionless quantity and
therefore the entire extrapolation can be performed by using ratios of
physical quantities that form dimensionless variables without the need
for performing a scale setting. On each ensemble, we determine the
three quantities

✏
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1

4⇡

a
2

w
2

0

, m⇡L, ✏⇡ =
m⇡

4⇡F⇡
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which are used to parameterise the continuum, infinite volume and
physical pion mass extrapolations. w0 is a gradient-flow scale that can
be precisely and accurately determined69 and F⇡ is the pion decay
constant (with F⇡ ∼ 92 MeV normalization). EFT methods can be
used to parameterise the dependence upon these variables.

A. �PT through N3LO

For a static quantity such as gA, Heavy Baryon �PT (HB�PT)18

can be used to parameterise the pion mass dependence. The con-
vergence issues of SU(3) HB�PT70–74 require two-flavor HB�PT75

to be used for a controlled extrapolation. The complete pion mass
dependence of gA is known through O(m

3
⇡)

75–77, which is next-to-
next-to-leading order (NNLO) in the chiral expansion. In terms of ✏⇡ ,
the pion mass dependence is given by

gA = g0 + c2✏
2

⇡ − ✏
2

⇡(g0 + 2g
3

0) ln(✏
2

⇡) + g0c3✏
3

⇡ , (S8)

where g0, c2 and c3 are low-energy constants (LECs) that must be
determined in the analysis. In this expression, we have set the �PT
renormalisation scale to µ = 4⇡F⇡ . The corrections to using a fixed
renormalisation scale enter at O(✏4⇡) which can be seen by expanding
F⇡�F in the above expression, where F = limm⇡→0 F⇡ .

The complete next-to-next-to-next-to-leading order (N3LO) calcula-
tion of gA has not been determined, however, the ln

2
(✏⇡) corrections

have been determined with a renormalisation group analysis78. Even
though the complete calculation has not been performed, the full pa-

rameterisation of these corrections is given by

�
(4)
� gA = ✏

4

⇡�c4 + �̃4 ln(✏
2

⇡)

+ �
2

3
g0 +

37

12
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3
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0� ln
2
(✏

2

⇡)� . (S9)

The extrapolation formula was provided formula in terms of m⇡�F and
so the difference in the coefficient of the ln

2
(✏

2
⇡) term given here and

previously78 is attributed to using F⇡ rather than F in the expression.
The LEC �̃4 differs from �4

78. Our data set is not sufficient to use the
full N3LO expression as it contains a total of 5 unknown LECs, and
we have results at 5 different values of m⇡ . We do, however, include
partial corrections from N3LO, like the c4 counter term (i.e. NNLO+ct),
to check the stability of the analysis, and the Bayesian Framework
allows us to use the full expression.

B. Including explicit delta degrees of freedom

The ✏⇡ dependence described above stems from the chiral La-
grangian with only pions and nucleons as explicit degrees of freedom.
There are many publications in the literature advocating for the explicit
inclusion of the delta resonances in the theory in order to accurately
describe properties of the nucleon. While the delta states are strong
resonances, in the large-Nc limit79,80, the splitting between them and
the nucleons vanishes. Further, the deltas are strongly coupled to the
nucleons and the mass gap between them (� ≡M�−MN ) is compa-
rable to the pion mass, such that contributions from the delta states to
nucleon quantities can be poorly captured without explicitly including
them as dynamical states in the EFT81,82. In lattice QCD calculations
of nucleon quantities, the pion masses are still generally heavier than
in nature and for m⇡ � 290 MeV, the deltas become stable, asymptotic
states. Finally, it has been observed that including explicit deltas in the
EFT leads to a milder pion mass dependence for gA83.

This observation follows straightforwardly from the large-Nc

formalism84–91. Combining the large-Nc expansion with the chiral ex-
pansion leads to an improved perturbative expansion for many quan-
tities, including the baryon spectrum92, which has been observed nu-
merically with lattice QCD calculations73,74. It has been shown that
there are cancellations between nucleon and delta virtual corrections
for gA as well, which lead to the milder pion mass dependence93.

In the present work, an extrapolation including the deltas explicitly
is a phenomenological extrapolation as there are three new quantities
that are required to perform the chiral extrapolation, which we have not
determined in our calculation, and therefore, some knowledge from
experiment must be used to constrain them. One must know the delta-
nucleon mass splitting, �, as well as two additional axial couplings,
the � → � coupling and the � → N⇡ transition coupling which we
denote g̊�� and g̊N�, respectively (the mathrings denote the chiral
limit value of these couplings, just as g0 is the chiral limit value of gA).
These quantities are particularly challenging to compute due to the
resonant nature of the delta (for sufficiently light pion masses), and
require calculations of not only the external states, but also the ⇡N

scattering phase shifts94–96. The first lattice QCD calculation of such
1 → 2 transitions has only recently been performed for mesons97–100.
For our mixed-action calculation, this problem is further exacerbated
by the non-unitary nature of the theory as these non-unitary effects
can go on-shell in the ⇡N scattering system, thus precluding the use
of the known formalism101.

The continuum, infinite volume extrapolation function including
deltas in the SU(2) chiral expansion was first determined at NLO, and
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Figure 5: Left: our published model-average extrapolation [5]. Right: A preliminary update of our results
with improved statistics at the physical pion mass enabled through early science time on Sierra at LLNL.
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Figure 3 � Physical-point extrapolation for this work and summary of gA from LQCD. a, The solid red, green and blue curves are the central values of gA as a
function of ✏⇡ at fixed lattice spacings and infinite volume, and the black circle represents the experimental value. The magenta band represents the central 68%
confidence band of the continuum and infinite volume extrapolated value of gA as a function ✏⇡ , and its range at the physical pion mass, given by its intersection with
the gray band, is our main result. The numerical results have been adjusted to their infinite volume values. Some of the results are slightly shifted horizontally for
visual clarity. b, Summary of select LQCD calculations of gA along with the result of this work and the experimental determination (PDG17). The vertical magenta
band is our full uncertainty to guide the eye, while the vertical gray band is the experimental uncertainty. Results with closed symbols have also included an
extrapolation to the continuum limit, while results with open symbols have only included an extrapolation/interpolation to the physical pion mass. When provided
separately, the statistical and systematic uncertainties are added in quadrature. Labels marked with † are indirectly obtained from an extrapolation of gA�F⇡ .
Previous peer reviewed works are available for LHPC053, CLS124, QCDSF135, RQCD146, ETMC157, PNDME162, ETMC178 and CLS179. The averaged
experimental determination is obtained from the Particle Data Group12. Uncertainties are one s.e.m.

the only interactions remaining are those of QCD. The lattice action
we have chosen21 was designed to minimise the leading discretiza-
tion errors, such that the leading corrections scale as O(a

2
), and to

preserve more of the underlying symmetries of QCD. This choice of
lattice action yields a mild continuum extrapolation (Extended Data
Fig. 3).

The final extrapolation of our results (Extended Data Table I) is pre-
sented in Fig. 3a. For quantities with mild pion mass dependence,
such as gA, a simple Taylor expansion in ✏⇡ or ✏

2
⇡ in addition to the

�PT extrapolation, provides a robust extrapolation/interpolation of the
results. We perform the extrapolation with several models and our final
result is determined as a model average, depicted in Extended Data
Figure 4, and described in detail in Supplemental Material Secs. S.6
and S.7 A. Our final result, gA = 1.271 ± 0.013, with the uncertain-
ties broken down to the different contributions of statistical (s), chiral
(�), continuum (a), infinite volume (v), isospin breaking (I) and model-
selection (M) is

gA = 1.2711(103)
s
(39)

�
(15)

a
(19)

v
(04)

I
(55)

M
. (1)

This value that is commensurate with the experimentally determined
value, gPDG

A = 1.2723(23)
12,22–28.

Figure 3b summarises the improvement of the LQCD determina-
tion of gA achieved by this work. These results are derived from three
lattice spacings, five values of the pion (quark) masses and multiple
volumes, which control the three standard extrapolations (the input
values of parameters used in our calculation are provided in Extended
Data Table II). Additionally, we demonstrate that our result is robust
under different truncations/variations in the extrapolation function (Ex-
tended Data Fig. 5) and that the perturbative expansion converges
over the range of parameters used, as discussed in the Supplemen-
tal Material Sec. S.7 A and shown in Extended Data Fig. 6. Details
on the individual contributions to our total uncertainty may be found in
Supplemental Material Sec. S.7 B.

Our result, Eq. (1), is predominantly limited by statistics. This signi-
fies a straightforward path for improvement: more precise results at the
physical pion mass will reduce the statistical, extrapolation and model-
selection uncertainties, which are the three largest. An uncertainty
comparable to that of measurements may offer insight into the upward
trending value of gA observed in the most recent set of experiments12.
At the present, our result has a noticeable phenomenological impact,
as depicted in Extended Data Fig. 7. Using EFT, experimental re-

sults from collider and low-energy experiments can be used to place
bounds on right-handed BSM currents29 with our result placing one of
the most stringent bounds.
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Figure 3 � Physical-point extrapolation for this work and summary of gA from LQCD. a, The solid red, green and blue curves are the central values of gA as a
function of ✏⇡ at fixed lattice spacings and infinite volume, and the black circle represents the experimental value. The magenta band represents the central 68%
confidence band of the continuum and infinite volume extrapolated value of gA as a function ✏⇡ , and its range at the physical pion mass, given by its intersection with
the gray band, is our main result. The numerical results have been adjusted to their infinite volume values. Some of the results are slightly shifted horizontally for
visual clarity. b, Summary of select LQCD calculations of gA along with the result of this work and the experimental determination (PDG17). The vertical magenta
band is our full uncertainty to guide the eye, while the vertical gray band is the experimental uncertainty. Results with closed symbols have also included an
extrapolation to the continuum limit, while results with open symbols have only included an extrapolation/interpolation to the physical pion mass. When provided
separately, the statistical and systematic uncertainties are added in quadrature. Labels marked with † are indirectly obtained from an extrapolation of gA�F⇡ .
Previous peer reviewed works are available for LHPC053, CLS124, QCDSF135, RQCD146, ETMC157, PNDME162, ETMC178 and CLS179. The averaged
experimental determination is obtained from the Particle Data Group12. Uncertainties are one s.e.m.

the only interactions remaining are those of QCD. The lattice action
we have chosen21 was designed to minimise the leading discretiza-
tion errors, such that the leading corrections scale as O(a

2
), and to

preserve more of the underlying symmetries of QCD. This choice of
lattice action yields a mild continuum extrapolation (Extended Data
Fig. 3).

The final extrapolation of our results (Extended Data Table I) is pre-
sented in Fig. 3a. For quantities with mild pion mass dependence,
such as gA, a simple Taylor expansion in ✏⇡ or ✏

2
⇡ in addition to the

�PT extrapolation, provides a robust extrapolation/interpolation of the
results. We perform the extrapolation with several models and our final
result is determined as a model average, depicted in Extended Data
Figure 4, and described in detail in Supplemental Material Secs. S.6
and S.7 A. Our final result, gA = 1.271 ± 0.013, with the uncertain-
ties broken down to the different contributions of statistical (s), chiral
(�), continuum (a), infinite volume (v), isospin breaking (I) and model-
selection (M) is

gA = 1.2711(103)
s
(39)

�
(15)

a
(19)

v
(04)

I
(55)

M
. (1)

This value that is commensurate with the experimentally determined
value, gPDG

A = 1.2723(23)
12,22–28.

Figure 3b summarises the improvement of the LQCD determina-
tion of gA achieved by this work. These results are derived from three
lattice spacings, five values of the pion (quark) masses and multiple
volumes, which control the three standard extrapolations (the input
values of parameters used in our calculation are provided in Extended
Data Table II). Additionally, we demonstrate that our result is robust
under different truncations/variations in the extrapolation function (Ex-
tended Data Fig. 5) and that the perturbative expansion converges
over the range of parameters used, as discussed in the Supplemen-
tal Material Sec. S.7 A and shown in Extended Data Fig. 6. Details
on the individual contributions to our total uncertainty may be found in
Supplemental Material Sec. S.7 B.

Our result, Eq. (1), is predominantly limited by statistics. This signi-
fies a straightforward path for improvement: more precise results at the
physical pion mass will reduce the statistical, extrapolation and model-
selection uncertainties, which are the three largest. An uncertainty
comparable to that of measurements may offer insight into the upward
trending value of gA observed in the most recent set of experiments12.
At the present, our result has a noticeable phenomenological impact,
as depicted in Extended Data Fig. 7. Using EFT, experimental re-

sults from collider and low-energy experiments can be used to place
bounds on right-handed BSM currents29 with our result placing one of
the most stringent bounds.
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Figure 4: Left: the NNLO and N3LO extrapolation fits plotted versus ep . Right: The cumulative contribution
up to a given order versus ep .

In the current near-exascale era, we will see significant improvements. Machine-to-machine,
for our LQCD applications, Summit is 15 times faster than Titan [48]. We are continuing to improve
our determination of gA as part of a more comprehensive program to determine the nucleon elastic
form factors. We were early-science users on the Sierra Supercomputer at LLNL in late 2018. In
Figure 5, we show our preliminary updated results with this early science time (right) with our
published result [5] (left). Of note

1. The a12m130 ensemble (left most green point) is the most expensive one used in this work.
In our published result, we had three sources per configuration, which cost more than all other
ensembles combined. These were produced with our 2016 INCITE allocation on Titan. In 2.5
weekends on Sierra, we were able to produce 16 sources per configuration, and the updated re-
sult now has 32 sources, can be fit with an unconstrained 3-state frequentist fit, and the precision
on this ensemble is sub-percent;

2. The a15m130 ensemble (left most red point) was too noisy for this project, likely from the
small volume (L = 32,T = 48 with mpL ⇠ 3.23). We generated a new ensemble, a15m135XL
(L = 48, T = 64) with 4 streams of 250 configurations each. The right panel of Figure 5 has a
result from this ensemble with 8 sources per configuration.

3. Our preliminary update with new a12m130 and a15m135XL results has a 0.74% uncertainty

gQCD
A = 1.2711(125) ! 1.2642(93) . (3.1)

4. We have generated new ensembles at mp ⇠ {180,260} MeV to increase the density of light pion
mass results, and help explore the convergence of baryon cPT.

5. To achieve a 0.5% uncertainty, a fourth lattice spacing at a ⇠ 0.06 fm is likely required with our
MDWF on gradient-flowed HISQ action [28].
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a=0.06 fm lattice 
data to be added
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ELECTROMAGNETIC CORRECTIONS
• Nucleon axial coupling electromagnetic corrections are ~1% 

• QED interactions are long range in power law finite volume effects 
emerge

• QED existing methods require large volumes in some cases to control 
finite volume effects

• New method using massive photon is under study



Open slide master to edit

SUMMARY AND OUTLOOK
We are working on enabling tools to facilitate uncertainty quantification 
using HPC Resources

Radical cyber tools have proven to efficiently manage workflows for 
uncertainty quantification

Systematics errors for QED Massive photon are under study to later 
compute QED corrections to the nucleon axial coupling  

This research used resources of the Oak Ridge Leadership Computing Facility, which is a DOE Office of Science User 
Facility supported under Contract DE-AC05-00OR22725.
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