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Naive intuition says that MeV-scale binding 
shouldn’t impact GeV-scale parton dynamics
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But it does!
EMC, PLB 123, 275 (1983)

Personal account by 
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Volume 123B, number  3,4 PHYSICS LETTERS 31 March 1983 

The vahdlty of these calculations can be tested by 
extracting the ratio of the free nucleon structure func- 
tions F~/F~ from the lion and hydrogen data of the 
EMC. Applying, for example, the smearing correction 
factors for the proton and the neutron as given by 
Bodek and Rltchle (table 13 of ref. [8]), one gets a 
ratio whmh is very different from the one obtained 
with the deuterium data [3]. It falls from a value of 
~1 .15  a tx  = 0.05 to a value of ~0.1 a tx  = 0.65 which 
is even below the quark-model lower bound of 0.25. 

A direct way to check the correctmns due to nu- 
clear effects is to compare the deuteron and iron data 
for they should be influenced slmdarly by the neutron 
content of these nuclei. The iron data are the final 
combined data sets for the four muon beam energies 
of 120,200, 250 and 280 GeV; the deuterium data 
have been obtained with a single beam energy of 280 
GeV. The ratio of the measured nucleon structure 
functions for iron F2N(Fe) = 1 wuFe gg* 2 and for deutermm 
FN(D) = {F~ D, ne,ther corrected for Fermi motion, 
has been calculated point by point. For this compari- 
son only data points with a total systematm error less 
than 15% have been used. The iron data have been cor- 
rected for the non-lsoscalarlty of 56Fe assuming that 
the neutron structure function behaves hke F~ = (1 
- 0 .75x)FP .  This gives a correction of ~+2.3% at x 
= 0.65 and of less than 1% forx  < 0.3. The Q2 range, 
which ~s limited by the extent of the deuterium data, 
as different for each x-value, varying from 9 ~< Q2 ~< 27 
GeV 2 for x = 0.05 over 11.5 ~< Q2 < 90 GeV 2 for x 
= 0.25 up to 36 ~ Q 2  ~< 170 GeV 2 forx  = 0.65. 

W~thm the hmlts of statistical and systematm errors 
no slgmficant Q2 dependence of the ratm F ~ ( F e ) /  
FN(D) is observed. The x-dependence of the Q2 aver- 
aged ratio is shown in fig. 2 where the error bars are 
statistical only. For a straight line fit of the form 

FN(Fe)/FN(D) = a + bx , 

one gets for the slope 

b = - 0 . 5 2  + 0.04 (statistical)+ 0.21 (systemattc). 

The systematm error has been calculated by distort- 
mg the measured F N values by the individual system- 
atm errors of the data sets, calculating the correspond- 
mg slope for each error and adding the differences 
quadratically. The possible effect of the systematic 
uncertainties on the slope is lndmated by the shaded 
area m fig. 2. Uncertalntms m the relative normahsa- 
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2, The ratio of the nucleon structure funct ions F N Fig. mea- 
sured on tron and deuter ium as a function o f x  = O2/2M,-,v. 

- 5 6  The iron data are corrected for the non-lsoscalarlty of 26Fe, 
both  data sets are not  corrected for Fermi motion. The full 

hnear fit F N ( F e ) / F N ( D )  = a + b x  which results c u r v e  i s  a in 
a s l o p e b = - 0 5 2 _ +  0.04 (stat.) -+ 0 . 2 1 ( s y s t )  The shaded 
area indicates the effect of systematm errors on this slope. 

tlon of the two data sets will not change the slope of 
the observed x-dependence of the ratio but can only 
move it up or down by up to seven percent. The dif- 
ference F N ( F e ) - F N ( D )  however ,s very sensitwe to 
the relatwe normahsatlon. 

The result is m complete disagreement with the 
calculations dlustrated an fig. 1. At high x, where an 
enhancement of the quark distributions compared to 
the free nucleon case is predicted, the measured struc- 
ture function per nucleon for ~ron ~s smaller than that 
for the deuteron. The ratio of the two is falhng from 
~1.15  a tx  = 0.05 to a value of ~0 .89  a t x  = 0.65 
while it is expected to rise up to 1.2-1.3 at this x 
value. 

We are not aware of any published detailed predic- 
tion presently available which can explain the behav- 
tour of these data. However there are several effects 
known and discussed which can change the quark dis- 
tributions m a high A nucleus compared to the free 
nucleon case and can contribute to the observed ef- 
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the relatwe normahsatlon. 

The result is m complete disagreement with the 
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The vahdlty of these calculations can be tested by 
extracting the ratio of the free nucleon structure func- 
tions F~/F~ from the lion and hydrogen data of the 
EMC. Applying, for example, the smearing correction 
factors for the proton and the neutron as given by 
Bodek and Rltchle (table 13 of ref. [8]), one gets a 
ratio whmh is very different from the one obtained 
with the deuterium data [3]. It falls from a value of 
~1 .15  a tx  = 0.05 to a value of ~0.1 a tx  = 0.65 which 
is even below the quark-model lower bound of 0.25. 

A direct way to check the correctmns due to nu- 
clear effects is to compare the deuteron and iron data 
for they should be influenced slmdarly by the neutron 
content of these nuclei. The iron data are the final 
combined data sets for the four muon beam energies 
of 120,200, 250 and 280 GeV; the deuterium data 
have been obtained with a single beam energy of 280 
GeV. The ratio of the measured nucleon structure 
functions for iron F2N(Fe) = 1 wuFe gg* 2 and for deutermm 
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has been calculated point by point. For this compari- 
son only data points with a total systematm error less 
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rected for the non-lsoscalarlty of 56Fe assuming that 
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as different for each x-value, varying from 9 ~< Q2 ~< 27 
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FN(D) is observed. The x-dependence of the Q2 aver- 
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statistical only. For a straight line fit of the form 

FN(Fe)/FN(D) = a + bx , 

one gets for the slope 

b = - 0 . 5 2  + 0.04 (statistical)+ 0.21 (systemattc). 

The systematm error has been calculated by distort- 
mg the measured F N values by the individual system- 
atm errors of the data sets, calculating the correspond- 
mg slope for each error and adding the differences 
quadratically. The possible effect of the systematic 
uncertainties on the slope is lndmated by the shaded 
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- 5 6  The iron data are corrected for the non-lsoscalarlty of 26Fe, 
both  data sets are not  corrected for Fermi motion. The full 

hnear fit F N ( F e ) / F N ( D )  = a + b x  which results c u r v e  i s  a in 
a s l o p e b = - 0 5 2 _ +  0.04 (stat.) -+ 0 . 2 1 ( s y s t )  The shaded 
area indicates the effect of systematm errors on this slope. 

tlon of the two data sets will not change the slope of 
the observed x-dependence of the ratio but can only 
move it up or down by up to seven percent. The dif- 
ference F N ( F e ) - F N ( D )  however ,s very sensitwe to 
the relatwe normahsatlon. 

The result is m complete disagreement with the 
calculations dlustrated an fig. 1. At high x, where an 
enhancement of the quark distributions compared to 
the free nucleon case is predicted, the measured struc- 
ture function per nucleon for ~ron ~s smaller than that 
for the deuteron. The ratio of the two is falhng from 
~1.15  a tx  = 0.05 to a value of ~0 .89  a t x  = 0.65 
while it is expected to rise up to 1.2-1.3 at this x 
value. 

We are not aware of any published detailed predic- 
tion presently available which can explain the behav- 
tour of these data. However there are several effects 
known and discussed which can change the quark dis- 
tributions m a high A nucleus compared to the free 
nucleon case and can contribute to the observed ef- 
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bedded In nuclei They may differ from the free nu- 
cleon case not only due to kinematical smearing caused 
by the Fermi motion of the nucleons in the nucleus 
but also due to other effects. 

Information about the size of these effects and their 
influence on the structure functions has been obtained 
by the European Muon Collaboration from extensive 
muon scattering experiments using targets of hquid 
hydrogen [2], deuterium [3] and of iron [4]. Apart 
from the different targets the same apparatus has been 
used for all measurements. 

The measurements with hydrogen and deuterium 
targets allow the determination of the structure func- 
tions for free nucleons. The proton structure function 
F~ has been extracted from the hydrogen data alone. 
The neutron structure function F~ has been obtained 
by a combined treatment of the hydrogen and the 
deuterium data. This then determines the ratio F~/F p 
which, for large x, represents the ratio of the d- and u- 
quark distributions. In this procedure, corrections 
have been applied to take into account effects due to 
the nucleon motion in the deuteron which is a loosely 
bound p - n  system. In the kinematical range covered 
by the data (0.03 ~< x < 0.65) these corrections are 
smaller than 3% [3]. 

In a similar way the nucleon structure function and 
the free nucleon quark and gluon distributions could 
be extracted from the high A target data, provided one 
knew how to calculate the corrections due to nuclear 
effects which are different in this case since the nu- 
cleons in the nucleus are packed much tighter together 
than in the deuteron. 

If these corrections covered all effects caused by the 
quark structure of nuclei and were completely under- 
stood, they certainly should be applied to the deep m- 
elastic scattering data before these are compared with 
the predictions of QCD. This appears to be desirable 
as the Altarelll-Parlsl equations [5] in their original 
form require an integration from x to 1 (If they are not 
modified to allow an x range up to x = A [6]) and the 
commonly used parametrizatlons of the quark and 
gluon distributions are bounded to zero at x = 1. 

Up to now only those corrections due to the motion 
of the nucleons in the nucleus have been calculated. 
For these calculations it is common to view the nucleus 
as a collection of slowly moving nucleons weakly bound 
to each other with their internal properties unchanged 
compared to the free nucleon case. The methods used 
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Fig. 1. Theoretical predlcnons for the Fermi motion correc- 
tion of the nucleon structure function F N for Iron. Dotted 
line Few-nucleon-correlation-model of Frankfurt and Strlk- 
man [9]. Dashed line. Collective-tube-model of Berlad et al. 
[10] Solid line Correction accordmg to Bodek and Rltchle 
[8]. Dot-dashed line. Same authors, but no high momentum 
tail included. Triple-dot-dashed line Same authors, momen- 
tum balance always by aA - 1 nucleus. The last two curves 
should not be understood as predictions but as an indication 
of the sensitivity of the calculations to several assumptions 
which are only poorly known. 

to calculate the deuterium corrections [7] are simply 
transferred to the heavy nucleus case. Depending on 
the way the nucleus wave function IS calculated, and 
on the assumptions made on the momentum tall and 
the momentum balance, the results [ 8 - 10 ] ,  shown in 
fig. 1, differ by several percent, but show in each case 
a similar global behavtour. The ratio of the structure 
function F A for a nucleus with mass number A and of 
the sum of the free nucleon structure functions for 
proton and neutron weighted with the corresponding 
nucleon numbers [ZF~ + (A - Z) F~] is rising with x 
forx >~ 0.2. The value of this ratio is about 1.2-1.3 
at x = 0.65 and increases rapidly to higher values ofx .  
In terms of quarks this means [9,10] that in a nucleus 
the quark distributions are enhanced at high x and ex- 
tend far beyond x = 1, the kinematic lunit being x = A 
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one gets for the slope 

b = - 0 . 5 2  + 0.04 (statistical)+ 0.21 (systemattc). 

The systematm error has been calculated by distort- 
mg the measured F N values by the individual system- 
atm errors of the data sets, calculating the correspond- 
mg slope for each error and adding the differences 
quadratically. The possible effect of the systematic 
uncertainties on the slope is lndmated by the shaded 
area m fig. 2. Uncertalntms m the relative normahsa- 

13 

12 

11 

10 

09 

08 

I I [ I I I 1 

02 04 06 X 

2, The ratio of the nucleon structure funct ions F N Fig. mea- 
sured on tron and deuter ium as a function o f x  = O2/2M,-,v. 

- 5 6  The iron data are corrected for the non-lsoscalarlty of 26Fe, 
both  data sets are not  corrected for Fermi motion. The full 

hnear fit F N ( F e ) / F N ( D )  = a + b x  which results c u r v e  i s  a in 
a s l o p e b = - 0 5 2 _ +  0.04 (stat.) -+ 0 . 2 1 ( s y s t )  The shaded 
area indicates the effect of systematm errors on this slope. 
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known and discussed which can change the quark dis- 
tributions m a high A nucleus compared to the free 
nucleon case and can contribute to the observed ef- 
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Information about the size of these effects and their 
influence on the structure functions has been obtained 
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which, for large x, represents the ratio of the d- and u- 
quark distributions. In this procedure, corrections 
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smaller than 3% [3]. 

In a similar way the nucleon structure function and 
the free nucleon quark and gluon distributions could 
be extracted from the high A target data, provided one 
knew how to calculate the corrections due to nuclear 
effects which are different in this case since the nu- 
cleons in the nucleus are packed much tighter together 
than in the deuteron. 

If these corrections covered all effects caused by the 
quark structure of nuclei and were completely under- 
stood, they certainly should be applied to the deep m- 
elastic scattering data before these are compared with 
the predictions of QCD. This appears to be desirable 
as the Altarelll-Parlsl equations [5] in their original 
form require an integration from x to 1 (If they are not 
modified to allow an x range up to x = A [6]) and the 
commonly used parametrizatlons of the quark and 
gluon distributions are bounded to zero at x = 1. 

Up to now only those corrections due to the motion 
of the nucleons in the nucleus have been calculated. 
For these calculations it is common to view the nucleus 
as a collection of slowly moving nucleons weakly bound 
to each other with their internal properties unchanged 
compared to the free nucleon case. The methods used 
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Fig. 1. Theoretical predlcnons for the Fermi motion correc- 
tion of the nucleon structure function F N for Iron. Dotted 
line Few-nucleon-correlation-model of Frankfurt and Strlk- 
man [9]. Dashed line. Collective-tube-model of Berlad et al. 
[10] Solid line Correction accordmg to Bodek and Rltchle 
[8]. Dot-dashed line. Same authors, but no high momentum 
tail included. Triple-dot-dashed line Same authors, momen- 
tum balance always by aA - 1 nucleus. The last two curves 
should not be understood as predictions but as an indication 
of the sensitivity of the calculations to several assumptions 
which are only poorly known. 

to calculate the deuterium corrections [7] are simply 
transferred to the heavy nucleus case. Depending on 
the way the nucleus wave function IS calculated, and 
on the assumptions made on the momentum tall and 
the momentum balance, the results [ 8 - 10 ] ,  shown in 
fig. 1, differ by several percent, but show in each case 
a similar global behavtour. The ratio of the structure 
function F A for a nucleus with mass number A and of 
the sum of the free nucleon structure functions for 
proton and neutron weighted with the corresponding 
nucleon numbers [ZF~ + (A - Z) F~] is rising with x 
forx >~ 0.2. The value of this ratio is about 1.2-1.3 
at x = 0.65 and increases rapidly to higher values ofx .  
In terms of quarks this means [9,10] that in a nucleus 
the quark distributions are enhanced at high x and ex- 
tend far beyond x = 1, the kinematic lunit being x = A 
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The vahdlty of these calculations can be tested by 
extracting the ratio of the free nucleon structure func- 
tions F~/F~ from the lion and hydrogen data of the 
EMC. Applying, for example, the smearing correction 
factors for the proton and the neutron as given by 
Bodek and Rltchle (table 13 of ref. [8]), one gets a 
ratio whmh is very different from the one obtained 
with the deuterium data [3]. It falls from a value of 
~1 .15  a tx  = 0.05 to a value of ~0.1 a tx  = 0.65 which 
is even below the quark-model lower bound of 0.25. 

A direct way to check the correctmns due to nu- 
clear effects is to compare the deuteron and iron data 
for they should be influenced slmdarly by the neutron 
content of these nuclei. The iron data are the final 
combined data sets for the four muon beam energies 
of 120,200, 250 and 280 GeV; the deuterium data 
have been obtained with a single beam energy of 280 
GeV. The ratio of the measured nucleon structure 
functions for iron F2N(Fe) = 1 wuFe gg* 2 and for deutermm 
FN(D) = {F~ D, ne,ther corrected for Fermi motion, 
has been calculated point by point. For this compari- 
son only data points with a total systematm error less 
than 15% have been used. The iron data have been cor- 
rected for the non-lsoscalarlty of 56Fe assuming that 
the neutron structure function behaves hke F~ = (1 
- 0 .75x)FP .  This gives a correction of ~+2.3% at x 
= 0.65 and of less than 1% forx  < 0.3. The Q2 range, 
which ~s limited by the extent of the deuterium data, 
as different for each x-value, varying from 9 ~< Q2 ~< 27 
GeV 2 for x = 0.05 over 11.5 ~< Q2 < 90 GeV 2 for x 
= 0.25 up to 36 ~ Q 2  ~< 170 GeV 2 forx  = 0.65. 

W~thm the hmlts of statistical and systematm errors 
no slgmficant Q2 dependence of the ratm F ~ ( F e ) /  
FN(D) is observed. The x-dependence of the Q2 aver- 
aged ratio is shown in fig. 2 where the error bars are 
statistical only. For a straight line fit of the form 

FN(Fe)/FN(D) = a + bx , 

one gets for the slope 

b = - 0 . 5 2  + 0.04 (statistical)+ 0.21 (systemattc). 

The systematm error has been calculated by distort- 
mg the measured F N values by the individual system- 
atm errors of the data sets, calculating the correspond- 
mg slope for each error and adding the differences 
quadratically. The possible effect of the systematic 
uncertainties on the slope is lndmated by the shaded 
area m fig. 2. Uncertalntms m the relative normahsa- 
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2, The ratio of the nucleon structure funct ions F N Fig. mea- 
sured on tron and deuter ium as a function o f x  = O2/2M,-,v. 

- 5 6  The iron data are corrected for the non-lsoscalarlty of 26Fe, 
both  data sets are not  corrected for Fermi motion. The full 

hnear fit F N ( F e ) / F N ( D )  = a + b x  which results c u r v e  i s  a in 
a s l o p e b = - 0 5 2 _ +  0.04 (stat.) -+ 0 . 2 1 ( s y s t )  The shaded 
area indicates the effect of systematm errors on this slope. 

tlon of the two data sets will not change the slope of 
the observed x-dependence of the ratio but can only 
move it up or down by up to seven percent. The dif- 
ference F N ( F e ) - F N ( D )  however ,s very sensitwe to 
the relatwe normahsatlon. 

The result is m complete disagreement with the 
calculations dlustrated an fig. 1. At high x, where an 
enhancement of the quark distributions compared to 
the free nucleon case is predicted, the measured struc- 
ture function per nucleon for ~ron ~s smaller than that 
for the deuteron. The ratio of the two is falhng from 
~1.15  a tx  = 0.05 to a value of ~0 .89  a t x  = 0.65 
while it is expected to rise up to 1.2-1.3 at this x 
value. 

We are not aware of any published detailed predic- 
tion presently available which can explain the behav- 
tour of these data. However there are several effects 
known and discussed which can change the quark dis- 
tributions m a high A nucleus compared to the free 
nucleon case and can contribute to the observed ef- 

277 

• Nucleons are moving



4

Not explained by conventional nuclear physics

• Nucleons are moving

• Non-nucleon (e.g. ) DOF  π

• Nucleons are moving



4

Not explained by conventional nuclear physics

• Nucleons are moving

VOLUME 64, NUMBER 21 P H Y S I C A L R E V I E W L E T T E R S 21 M A Y 1990 

CM 

2 

1.2 I — i — i — i — i — i — i — i — r 

Li 

l.o 

0.9 

S 0.8 

0.7 
r 

T 

' i i i J 

J i I i L 

I ' I ' I ' I » ! 

i 
T ~ T T 

I I I I I • I . I 

i—'—i—•—i—'—r 

T~TT M 

J i I i I i L 
2.0 4.0 6.0 8.0 10.0 

Mass (GeV) 
0.5 1.0 1.5 2.0 2.5 

PT (GeV) 
0.0 0.2 0.4 0.6 0.8 

Xp 
FIG. 2. Ratios of the dimuon yield per nucleon for Fe/2H vs dimuon mass, pr, and XF. The pr and XF ratios only include data 

from the pure continuum mass region, 4 < M < 9 GeV and M > 11 GeV. 

EMC effect fall into three general categories: pion-
excess models, quark-cluster models, and rescaling mod-
els. These models can also be used to predict the nuclear 
dependence of DY dimuon production. The acceptance 
of the E772 spectrometer was taken into account in each 
of the following calculations. 

The pion-excess model in its earliest forms15"17 pre-
dicted a rise in the Fi*/F2H ratio at small xt as well as a 
depletion for xt > 0.2. The small enhancement in the 

1.3 

1.2 

l.i h 

1.0 

.2 °-9 
1M cc 
01 0.8 

i 1-2 

Q 1.1 

1.0 

0.9 

0.8 

0.7 

C/2H 

T T ^ 

Fe/2H 

Pion Excess 
Quark Cluster [ 
Rescaling 

_ 1 I I L _ 

Ca/2H 

f • +-¥- TJ 

J - E772 W/2H 
J - EMC Sn/2H (DIS) 

0.0 0.1 0.2 0.1 0.2 0.3 

Xt 

FIG. 3. Ratios of the Drell-Yan dimuon yield per nucleon, 
YAIYIW for positive XF. The curves shown for Fe/2H are pre-
dictions of various models of the EMC effect. Also shown are 
the DIS data for Sn/2H from the EMC (Ref. 4). 

pion cloud surrounding a bound nucleon arises from a 
conjectured attractive p-wave n-N interaction in nuclear 
matter. The strength of this interaction is often charac-
terized by the Landau-Migdal parameter go; typical 
values found in the literature range around go—0.6-0.7. 
Figure 3 compares the results of a calculation18 (using 
the structure functions of Ref. 14) with gb=0.6 to the 
present Fe/2H DY data; it is completely inconsistent 
with the data. The pion-excess model of Ref. 17, which 
uses a different pion distribution function, predicts a 
similar enhancement in the antiquark content of nuclei, 
in disagreement with our data. 

Quark-cluster models view the nucleus as composed of 
a combination of ordinary nucleons plus some fraction of 
multiquark (6q, 9q, and higher) clusters formed by the 
overlap of nucleons. The uncertainties in these models 
come from the essentially unknown structure functions 
of multiquark clusters. In the model of Carlson and 
Havens,19 for example, the parton structure functions 
were parametrized according to constituent counting 
rules. The gluon momentum fraction for the 6q cluster 
was constrained to be the same as for the free nucleon. 
This results in a significant enhancement of the sea even 
for a modest 15% 6<?-cluster fraction. The calculated 
DY ratio (Fig. 3) is in significant disagreement with the 
present data. An alternate but plausible assumption,20 

that the sea-to-glue momentum fraction in 6q clusters is 
the same as it is for nucleons, leads to a smaller enhance-
ment of the DY ratio. However, such a calculation is 
still in disagreement with our data. 

The rescaling model assumes that nuclear binding re-
sults in a phenomenon similar to the scaling violation as-
sociated with gluon emission.21 Comparisons to the 
present DY data are made on the basis of the scale 
change of structure functions f(xt,Q2)—*f(xt^Q2), 
where £ — 2 over the Q2 range of our data. The calcula-
tion, shown in Fig. 3, yields a scaling violation similar to 
DIS.5 It approximately fits the DY data, except in the 
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EMC effect fall into three general categories: pion-
excess models, quark-cluster models, and rescaling mod-
els. These models can also be used to predict the nuclear 
dependence of DY dimuon production. The acceptance 
of the E772 spectrometer was taken into account in each 
of the following calculations. 

The pion-excess model in its earliest forms15"17 pre-
dicted a rise in the Fi*/F2H ratio at small xt as well as a 
depletion for xt > 0.2. The small enhancement in the 
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pion cloud surrounding a bound nucleon arises from a 
conjectured attractive p-wave n-N interaction in nuclear 
matter. The strength of this interaction is often charac-
terized by the Landau-Migdal parameter go; typical 
values found in the literature range around go—0.6-0.7. 
Figure 3 compares the results of a calculation18 (using 
the structure functions of Ref. 14) with gb=0.6 to the 
present Fe/2H DY data; it is completely inconsistent 
with the data. The pion-excess model of Ref. 17, which 
uses a different pion distribution function, predicts a 
similar enhancement in the antiquark content of nuclei, 
in disagreement with our data. 

Quark-cluster models view the nucleus as composed of 
a combination of ordinary nucleons plus some fraction of 
multiquark (6q, 9q, and higher) clusters formed by the 
overlap of nucleons. The uncertainties in these models 
come from the essentially unknown structure functions 
of multiquark clusters. In the model of Carlson and 
Havens,19 for example, the parton structure functions 
were parametrized according to constituent counting 
rules. The gluon momentum fraction for the 6q cluster 
was constrained to be the same as for the free nucleon. 
This results in a significant enhancement of the sea even 
for a modest 15% 6<?-cluster fraction. The calculated 
DY ratio (Fig. 3) is in significant disagreement with the 
present data. An alternate but plausible assumption,20 

that the sea-to-glue momentum fraction in 6q clusters is 
the same as it is for nucleons, leads to a smaller enhance-
ment of the DY ratio. However, such a calculation is 
still in disagreement with our data. 

The rescaling model assumes that nuclear binding re-
sults in a phenomenon similar to the scaling violation as-
sociated with gluon emission.21 Comparisons to the 
present DY data are made on the basis of the scale 
change of structure functions f(xt,Q2)—*f(xt^Q2), 
where £ — 2 over the Q2 range of our data. The calcula-
tion, shown in Fig. 3, yields a scaling violation similar to 
DIS.5 It approximately fits the DY data, except in the 
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Fundamental: 
Need to separate conventional from exotic 
nuclear effects to pinpoint origin of EMC effect
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Practical: 
Must learn about the structure of free neutrons 
by studying bound neutrons. 



6

MomentumkF

Many conventional effects encoded in wavefunction



6

MomentumkF

Mean field nucleons:

• Large separation

• Low momentum

• Interact with 

 system(A − 1)

Many conventional effects encoded in wavefunction



6

MomentumkF

Mean field nucleons:

• Large separation

• Low momentum

• Interact with 

 system(A − 1)

Short-range correlated 
nucleons

• Small separation

• Large momentum

• Strong pair interaction

• Factorized from 

 system(A − 2)

Many conventional effects encoded in wavefunction
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• Integrates over entire nucleus
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Inclusive DIS gives average structure of nucleus
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]
• Detect scattered electron 
      

     

Q2 = 2EE′￼(1 − cos θ)

xB = Q2/2Mν

xB, Q2

• Integrates over entire nucleus
• Variables smeared by Fermi motion

MomentumkF
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Tagged DIS turns wavefunction into laboratory for 
nucleons of various off-shellness

MomentumkF

Study weakly interacting, 
quasi-free nucleons 

Study strongly interacting, 
short-range nucleons 
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Mitigating final state interactions
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3. , BAND, and LAD 
Structure of high-momentum 

bound nucleons
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s

g/10

13

Free structure function ratio Fn
2 /Fp

2

• Limit as 1 sensitive to spin-flavor  

symmetry breaking mechanism

• Provides critical constraints on PDFs 

xB →



10°4 10°3 10°2

x

0

0.2

0.4

0.6

0.8

1

x
f
(x

,Q
2 )

Q2 = 10 GeV2

CJ15

0.1 0.3 0.5 0.7 0.9

u

d

d̄ + ū
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• Methods:

• Extract from nuclear structure functions with nuclear corrections

• Use tagged DIS to extract structure of barely-off-shell neutrons in deuterium
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BoNuS (barely off-sell nucleon structure)
• JLab (6 GeV) Hall B

• 2.1, 4.2, and 5.3 GeV electrons on 

thin 2H gas

• Detect scattered electron in CLAS

• Detect recoiling spectator proton in 

RTPC
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BoNuS invariant mass with/without tagging
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BoNuS results

A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
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Q2 as a function of x$ for eachW$ cut. For these data !s is in the
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Compared to latest nuclear correction extraction

• MARATHON extraction from 3He/3H ratio

• Only need to account for relative nuclear corrections in A = 3 nuclei

Adapted from Abrams, et al. PRL 128, 132003 (2022)
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Nucleon spin structure

  and       
A∥ =
σ⇆ − σ⇉

σ⇆ + σ⇉
A⊥ =

σ→↑ − σ→↓

σ→↑ + σ→↓
→ A1(x) ≈ g1(x)/F1(x)

Polarized PDFs
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Nucleon spin structure

Neutron carries most of the 
spin in polarized 3He

Can extract  from inclusive  

      

Nuclear corrections introduce  
large uncertainties!

An
1 A3He
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1 ≈  

1
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2
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(𝐴3H𝑒
1   − 2𝑃𝑝
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𝐹3H𝑒
2

𝐴𝑝
1 )

Pn ≈ 87 %

  and       
A∥ =
σ⇆ − σ⇉

σ⇆ + σ⇉
A⊥ =

σ→↑ − σ→↓

σ→↑ + σ→↓
→ A1(x) ≈ g1(x)/F1(x)

Polarized PDFs
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Neutron spin structure from double spectator tagging

• Detect both spectator protons

• Require low-momentum for quasi-free neutrons

• Extract spin structure with reduced model 

dependence
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Neutron spin structure from double spectator tagging

• Detect both spectator protons

• Require low-momentum for quasi-free neutrons

• Extract spin structure with reduced model 

dependence

Not feasible at fixed target facility!
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Double spectator tagging at the EIC

• Low-momentum protons in ion rest frame highly boosted in lab frame

• Electron to central detector

• Protons to far-forward detector 

Far-Forward Detector

B0

Off-Momentum 
Detectors

Roman Pots

Beam Pipe ZDC

p
Central detector

40 m
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Projected results

����

���

���

����
� �

ECCE Simulation
DJANGOH e3He, 100 fb-1

���� ���� ����
��

����
����
����

��
� �


����


	��������

����

���

���

����
� �

ECCE Simulation
DJANGOH e3He, 100 fb-1

���� ���� ���
��

����
����
����

��
� �


����


	��������

��� ��� ��� ��� ��� ���

4���*H9��

�

�

�

�

�

��

$
Q �
ಜ
�
�
OR
J �
��
[ %
�

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

[% ������

ECCE Simulation
DJANGOH e3He, 10 fb-1

�[���*H9
��[����*H9

Friščić, et al. PLB 823, 136726 (2021), updated for ECCE proposal

5x41 GeV

18x166 GeV



23

MomentumkF

3. , BAND, and LAD 
Structure of high-momentum 

bound nucleons

D(e, e′￼ps)



24

Short-range correlations

• Fluctuation of nucleon pairs into 
short-range, strongly interacting state


• Predominantly  pairs with universal 
deuteron-like scaling


• Produces high-momentum (> ) tail


• Scale separated from the rest of the 
nucleus

np

kF
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SRC abundance and EMC magnitude are correlated 

Relative SRC abundance
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EMC effect can be described by universal modification 
of SRC pairs

FA
2 = (Z − nSRC) Fp

2 + (N − nSRC) Fn
2 + nSRC (Fn*

2 + Fp*
2 )

Schmookler et al., Nature (2019)
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EMC effect can be described by universal modification 
of SRC pairs

 3 

 
Fig 2 | Universality of SRC pair quark distributions. The EMC effect for different nuclei, as observed in (a) ratios 
of 90!#/3; 90!$/2;8  as a function of xB and (b) the modification of SRC pairs, as described by Eq. 2. Different colors 
correspond to different nuclei, as indicated by the color scale on the right. The open circles show SLAC data [9] and 
the open squares show Jefferson Lab data [10]. The nucleus-independent (universal) behavior of the SRC 
modification, as predicted by the SRC-driven EMC model, is clearly observed. The error bars on the symbols show 
both statistical and point-to-point systematic uncertainties, both at the 1σ or 68% confidence level and the gray bands 
show the median normalization uncertainty.  The data are not isoscalar corrected. 
 
at momentum transfer Q2 > 1.5 GeV2 and 1.45 ≤ xB ≤ 1.9 
[1, 11-15] (see Supplementary Information section III). 
Other nuclear effects are expected to be negligible. The 
contribution of three-nucleon SRCs should be an order of 
magnitude smaller than the SRC pair contributions. The 
contributions of two-body currents (called “higher-twist 
effects” in DIS scattering) should also be small (see 
Supplementary Information section VIII). 
Figure 1 shows the DIS and QE cross-section ratios for 
scattering off the solid target relative to deuterium as a 
function of xB. The red lines are fits to the data that are 
used to determine the EMC effect slopes or SRC scaling 
coefficients (see Extended Data Table I and II). Typical 
1= cross-section ratio normalization uncertainties of 1 – 
2% directly contribute to the uncertainty in the SRC 
scaling coefficients but introduce a negligible EMC slope 
uncertainty. None of the ratios presented have isoscalar 
corrections (cross-section corrections for unequal 
numbers of protons and neutrons), in contrast to much 
published data. We do this for two reasons, (1) to focus 
on asymmetric nuclei and (2) because the isoscalar 
corrections are model-dependent and differ among 
experiments [9, 10] (see Extended Data Fig. 1). 
The DIS data was cut on Q2 >1.5 GeV2 and W > 1.8 GeV, 
which is just above the resonance region [25] and higher 
than the W > 1.4 GeV cut used in previous JLab 
measurements [10]. The extracted EMC slopes are 
insensitive to variations in these cuts over Q2 and W 
ranges of 1.5 − 2.5 GeV2 and 1.8 − 2 GeV respectively 
(see Supplementary Information Table VII). 
Motivated by the correlation between the size of the EMC 
effect and the SRC pair density (a2), we model the 
modification of the nuclear structure function, 0!#, as due 
entirely to the modification of np-SRC pairs. 0!# is 
therefore decomposed into contributions from unmodified 
mean-field protons and neutrons (the first and second 
terms in Eq. 1), and np-SRC pairs with modified structure 
functions (third term): 

0!# = 9> − ?%&'# ;0!( + 9@ − ?%&'# ;0!) + ?%&'# 90!(∗ +
0!)∗;                   Eq. 1 

= >0!( +@0!) + ?%&'# 9Δ0!( + Δ0!);, 
where ?%&'#  is the number of np-SRC pairs in nucleus A, 
0!((-" , $!) and 0!)(-" , $!) are the free proton and 
neutron structure functions, 0!(∗(-" , $!) and 0!)∗(-" , $!) 
are the average modified structure functions for protons 
and neutrons in SRC pairs, and Δ0!) = 0!)∗ − 0!) (and 
similarly for Δ0!(). 0!(∗ and 0!)∗ are assumed to be the 
same for all nuclei. In this simple model, nucleon motion 
effects [1–3], which are also dominated by SRC pairs due 
to their high relative momentum, are folded into Δ0!( and 
Δ0!). 
This model resembles that used in [26]. However, that 
work focused on light nuclei and did not determine the 
shape of the modification function. Similar ideas using 
factorization were discussed in [1], such as a model-
dependent ansatz for the modified structure functions 
which was shown to be able to describe the EMC data 
[27]. The analysis presented here is the first data-driven 
determination of the modified structure functions for 
nuclei from 3He to lead. 
Since there are no model-independent measurements of 
0!), we apply Eq. 1 to the deuteron, rewriting 0!) as 0!$ −
0!( − ?%&'$ 9Δ0!( + Δ0!);. We then rearrange Eq. 1 to get: 

																?%&'
$ 9Δ0!( + Δ0!);

0!$

=
0!#
0!$

− (> − @) 0!
(

0!$
−@

(3/2)B! −@
,																			Eq. 2 

where 0!( 0!$⁄  was previously measured [28] and B! is the 
measured per-nucleon cross-section ratio shown by the 
red lines in Fig. 1b. Here we assume B! approximately 
equals the per-nucleon SRC-pair density ratio of nucleus 
A and deuterium: 9?%&'# /3; 9?%&'$ /2;8  [1, 11-15]. 
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Tagged DIS can definitively test SRC-EMC hypothesis
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Tagged DIS can definitively test SRC-EMC hypothesis

• EMC effect in deuterium is small
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Tagged DIS can definitively test SRC-EMC hypothesis

• EMC effect in deuterium is small
• But SRC states are rare!
• Expect large effect in these states
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ELECTRON SCATTERING FROM HIGH-MOMENTUM . . . PHYSICAL REVIEW C 73, 035212 (2006)

kinematic region is proposed by the authors as the best place
to test various models of hadronization. In contrast with the
calculation discussed in the beginning of the section, the
model of [10] predicts significant FSI for proton momenta
| !ps | > 0.25 GeV/c even at extreme backward angles.

III. EXISTING DATA OVERVIEW

Few data exist on the semiinclusive scattering of a lepton
from deuterium with a recoiling nucleon in the backward
direction with respect to the momentum transfer. The data
published so far were taken using either neutrino or antineu-
trino beams and had very low statistics that do not allow
detailed investigation of the cross sections of interest. These
experiments (see Berge et al. [11] and Efremenko et al. [12])
focused on measuring the momentum, energy, and angular
distributions of protons in the backward hemisphere relative
to the beamline. Despite the low statistics, a notable difference
in the distributions for backward and forward protons was
observed. The data agreed well with a pair-correlation model
in which the detected backward proton was assumed to be a
spectator to the reaction.

The cross section ratio σ Fe/σD measured by the European
Muon Collaboration [7] (where σ Fe and σD are cross sections
per nucleon for iron and deuterium, respectively) showed
deviations from unity (now known as the EMC effect) that
could not be explained only in terms of nucleon Fermi motion.
That was the first evidence that the nuclear medium influences
DIS processes. It provided an indication that nuclear matter is
getting modified as its density increases. The effect was later
confirmed by data from SLAC [13,14] and CERN [15].

An independent measurement of the modification of the
quark structure of nuclei was made later at Fermilab [16]
using continuum dimuon production in high-energy hadron
collisions, known as the Drell-Yan process [17]. The measure-
ment has shown no nuclear dependence in the production of
the dimuon pairs in the region 0.1 < x < 0.3 and, therefore,
no modification of the antiquark sea in this range. A number
of models developed to explain the EMC effect in terms of
strong enhancement of the pion cloud were ruled out by this
experiment.

Recent polarization transfer measurements by Dieterich
and Strauch [18–21] in the 4He(!e, e′ !p)3H reaction suggested
medium modification of the electromagnetic form factors
of the nucleon. The observed 10% deviation from unity
could be explained by supplementing the conventional nuclear
description with effects due to medium modification of the
nucleon as calculated by the quark-meson coupling (QMC)
model [22,23]. However, this conclusion is still under debate
[24].

A model in which the neutron and proton form a single
6-quark cluster was recently tested [5] against old backward
proton production data from neutrino scattering on deuterium
collected at Fermilab [25]. These data had sufficient accep-
tance for backward protons but were not previously analyzed
for this signal. The proton spectrum from neutrino and
antineutrino scattering from deuterium, taken at CERN [26],
was also discussed. The authors compared the momentum

distribution of backward protons with the prediction of a
6-quark cluster model. Predictions of the model were in good
agreement with the data; however, the statistics of the data were
not sufficient to study the dependence on any other kinematic
variables.

In summary, existing data on inelastic scattering off nuclei
average over at least some of the relevant kinematic variables
(x,Q2, and the momentum of the struck nucleon) and are
often limited in statistics. Only a more detailed analysis of the
dependence of the cross section on these variables can yield
clear distinctions between different models and theoretical
descriptions of nucleons bound in nuclei. The experiment on
the reaction 2H(e, e′ps) described here is the first to collect
sufficient statistics for this purpose.

IV. EXPERIMENTAL SETUP

The data were collected over a period of 46 calendar days
in February and March of 2002 at the Thomas Jefferson
National Accelerator Facility (TJNAF). We used a 5.75 GeV
electron beam with an average current of 6–9 nA. The
experiment was staged in Hall B of the TJNAF, where the
CEBAF large acceptance spectrometer (CLAS) is installed.
Six superconducting magnetic coils divide CLAS into six
sectors symmetrically located around the beamline. Each
sector covers almost 60◦ in azimuthal angle and between
10◦ and 140◦ in polar angle, thus providing almost 4π
acceptance for charged particles. CLAS sectors are equipped
with identical sets of detector systems (Fig. 1): (1) three
regions of drift chambers (DC) track the charged particle’s
passage though the region of the magnetic field, (2) a layer
of scintillating paddles forms the CLAS time-of-flight (TOF)
system, (3) the Cherenkov counters (CC) are installed in

FIG. 1. (Color online) CLAS event with forward electron de-
tected in coincidence with a backward proton.

035212-5

D(e, e′￼ps)
• Pioneering tagged DIS experiment

• 5.75 GeV electrons on 5cm LD2

• Detect scattered electron and 

backward proton in CLAS detector
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kinematic region is proposed by the authors as the best place
to test various models of hadronization. In contrast with the
calculation discussed in the beginning of the section, the
model of [10] predicts significant FSI for proton momenta
| !ps | > 0.25 GeV/c even at extreme backward angles.

III. EXISTING DATA OVERVIEW

Few data exist on the semiinclusive scattering of a lepton
from deuterium with a recoiling nucleon in the backward
direction with respect to the momentum transfer. The data
published so far were taken using either neutrino or antineu-
trino beams and had very low statistics that do not allow
detailed investigation of the cross sections of interest. These
experiments (see Berge et al. [11] and Efremenko et al. [12])
focused on measuring the momentum, energy, and angular
distributions of protons in the backward hemisphere relative
to the beamline. Despite the low statistics, a notable difference
in the distributions for backward and forward protons was
observed. The data agreed well with a pair-correlation model
in which the detected backward proton was assumed to be a
spectator to the reaction.

The cross section ratio σ Fe/σD measured by the European
Muon Collaboration [7] (where σ Fe and σD are cross sections
per nucleon for iron and deuterium, respectively) showed
deviations from unity (now known as the EMC effect) that
could not be explained only in terms of nucleon Fermi motion.
That was the first evidence that the nuclear medium influences
DIS processes. It provided an indication that nuclear matter is
getting modified as its density increases. The effect was later
confirmed by data from SLAC [13,14] and CERN [15].

An independent measurement of the modification of the
quark structure of nuclei was made later at Fermilab [16]
using continuum dimuon production in high-energy hadron
collisions, known as the Drell-Yan process [17]. The measure-
ment has shown no nuclear dependence in the production of
the dimuon pairs in the region 0.1 < x < 0.3 and, therefore,
no modification of the antiquark sea in this range. A number
of models developed to explain the EMC effect in terms of
strong enhancement of the pion cloud were ruled out by this
experiment.

Recent polarization transfer measurements by Dieterich
and Strauch [18–21] in the 4He(!e, e′ !p)3H reaction suggested
medium modification of the electromagnetic form factors
of the nucleon. The observed 10% deviation from unity
could be explained by supplementing the conventional nuclear
description with effects due to medium modification of the
nucleon as calculated by the quark-meson coupling (QMC)
model [22,23]. However, this conclusion is still under debate
[24].

A model in which the neutron and proton form a single
6-quark cluster was recently tested [5] against old backward
proton production data from neutrino scattering on deuterium
collected at Fermilab [25]. These data had sufficient accep-
tance for backward protons but were not previously analyzed
for this signal. The proton spectrum from neutrino and
antineutrino scattering from deuterium, taken at CERN [26],
was also discussed. The authors compared the momentum

distribution of backward protons with the prediction of a
6-quark cluster model. Predictions of the model were in good
agreement with the data; however, the statistics of the data were
not sufficient to study the dependence on any other kinematic
variables.

In summary, existing data on inelastic scattering off nuclei
average over at least some of the relevant kinematic variables
(x,Q2, and the momentum of the struck nucleon) and are
often limited in statistics. Only a more detailed analysis of the
dependence of the cross section on these variables can yield
clear distinctions between different models and theoretical
descriptions of nucleons bound in nuclei. The experiment on
the reaction 2H(e, e′ps) described here is the first to collect
sufficient statistics for this purpose.

IV. EXPERIMENTAL SETUP

The data were collected over a period of 46 calendar days
in February and March of 2002 at the Thomas Jefferson
National Accelerator Facility (TJNAF). We used a 5.75 GeV
electron beam with an average current of 6–9 nA. The
experiment was staged in Hall B of the TJNAF, where the
CEBAF large acceptance spectrometer (CLAS) is installed.
Six superconducting magnetic coils divide CLAS into six
sectors symmetrically located around the beamline. Each
sector covers almost 60◦ in azimuthal angle and between
10◦ and 140◦ in polar angle, thus providing almost 4π
acceptance for charged particles. CLAS sectors are equipped
with identical sets of detector systems (Fig. 1): (1) three
regions of drift chambers (DC) track the charged particle’s
passage though the region of the magnetic field, (2) a layer
of scintillating paddles forms the CLAS time-of-flight (TOF)
system, (3) the Cherenkov counters (CC) are installed in

FIG. 1. (Color online) CLAS event with forward electron de-
tected in coincidence with a backward proton.
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 kinematic coverage was limitedD(e, e′￼ps)
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FIG. 9. (Color online) Ratio of the extracted off-shell struc-
ture function F2n at x = 0.55, Q2 = 2.8 (GeV/c)2 to that at x =
0.25, Q2 = 1.8 (GeV/c)2, divided by the ratio of the free structure
functions at these kinematic points. Error bars are statistical only,
shaded band indicates the overall systematic error. This plot is for
kinematics similar (but not identical) to those in Fig. 6 in Ref. [1].

in deuterium; however, the x∗ dependence in each individual
panel would be largely unaffected by such a scale error. Indeed,
the data agree reasonably well with the simple parametrization
of the free neutron structure function from our model at the
two lower momenta (with average deviations of ±10%). At the
higher two momenta, the data fall below the model in the range
of x between 0.3 and 0.6 by as much as 20–30%. Some residual
FSI might also contribute to the observed x∗ dependence, for
instance, by enhancing the region of small x∗ (corresponding
to large W ∗).

To reduce the model dependence of such comparisons as
in Fig. 8, the authors of Ref. [1] suggested taking the ratio
between the extracted off-shell structure function at some
relatively large value of x∗ (where most models predict the
biggest off-shell effects) and that at a smaller value of x∗ where
the EMC effect is known to be small. This ratio (normalized
to the same ratio for the free neutron structure function
F2n) is plotted in Fig. 9 for a range of transverse momenta,
0.25 ! pT ! 0.35 GeV/c, versus the light-cone fraction αs .
Within our PWIA model, the dependence on the proton
momentum distribution P ( "ps) cancels in this ratio since it
enters the numerator and denominator at each point in the same
way. There still remains an overall scale uncertainty due to the
division by the ratio of F2n for free neutrons at two different
values of x, which is not perfectly well known. Furthermore,
according to some models [10], FSI effects could be different
for different x∗. This seems to be borne out by Fig. 9: While all
PWIA models of off-shell effects predict unity for the ratio at
values of the light-cone variable αs around 1, we find a strong
suppression in the region up to αs ≈ 1.1 (corresponding to
θpq around 90◦) where FSI effects are most pronounced. This
behavior could be explained within the FSI model of Ref. [10]
which predicts larger FSI effects for final states with a larger
number of hadrons, leading to an increase in the denominator
(cross section at small x∗, which corresponds to large energy
transfer to the unobserved final state).

Beyond αs ≈ 1.1, the data still lie below unity (by about
17%) but appear to fall off only slowly with αs . Although
this suppression could be interpreted as an off-shell effect,
the data appear inconsistent with some of the more dramatic
predictions of a steep falloff for the ratio at high αs (e.g.,
Ref. [2]). The prediction for this ratio from the 6-quark
cluster model [4] varies between 0.7 and 1 at αs = 1.4
and is therefore compatible with our result. Once realistic
calculations including FSI effects become available for the
kinematics of our data set, a more quantitative comparison
with various models for the off-shell behavior of the structure
function F2(x∗,Q2, ps) will be feasible. Such calculations are
underway [41,43].

VII. SUMMARY

Taking advantage of the large solid angle acceptance of the
CEBAF large acceptance spectrometer, we collected a large
amount of data (≈350K events) on the reaction 2H(e, e′ps) X
in the exotic region of extreme backward proton kinematics.
The data range from 1.2 to 5 (GeV/c)2 in momentum transfer
Q2 and reach values of the missing mass of the unobserved
final state W ∗ of up to 2.7 GeV. Protons with momentum ps as
low as 0.28 and up to 0.7 GeV/c were detected, at angles θpq
relative to the direction of the momentum transfer extending
up to more than 140◦. In terms of the light-cone variables, the
data span values of the light-cone fraction αs up to about 1.7,
with a minimum proton transverse momentum relative to q̂ of
0.15 GeV/c and a maximum of 0.6 GeV/c.

Reduced cross sections were extracted as a function of W ∗

(or Bjorken-variable x∗) and αT , "pT (or cos θpq, ps), for two
large bins in Q2, allowing us to test theoretical calculations
against the presented data. Comparison with a simple PWIA
spectator model shows moderately good agreement in the
kinematic region of lower momenta and cos θpq < −0.3. For
increasing spectator momenta ps > 0.3 GeV/c, FSI and other
non-PWIA effects become strong, especially in the region of
proton scattering angles cos θpq > −0.3. These effects seem
to depend on the invariant mass W ∗; on the other hand, no
strong dependence of these effects on momentum transfer Q2

is observed. This behavior is in qualitative agreement with
models [10,42] that describe the strength of FSI in terms of
the number of hadrons in the final state X. The angular (θpq)
and momentum (ps) dependence of the observed strength
in the cross section in the quasielastic region (where X is a
neutron in its ground state) are also in good agreement with
detailed calculations [41] showing a transition from destructive
interference below ps = 0.3 GeV/c to a strong enhancement
at ps > 0.4 GeV/c around cos θpq = 0.2 (see Fig. 6 and
Ref. [44]).

A depletion compared to the PWIA model is observed in
the data at cos θpq < −0.3 and for high ps , where the struck
neutron is far off its mass shell. This reduction might be due to
nucleon structure modifications. It is especially apparent in the
region of moderate x∗ which overlaps in part with the nucleon
resonance region. However, it is also possible that our simple
model predicts too much strength in the deuteron momentum
distribution at these higher momenta. This would lead to an
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inefficiencies of CLAS. Even after removing bad channels and
accounting for all known detector problems, we find that the
ratio of simulated to measured rates for reconstructed protons
varies from sector to sector. We use the root mean square (rms)
variation between sectors to estimate this systematic error as
about 11% on average. We also include a 3% scale error on
the target density, effective target length, and beam charge
calibration.

The data were corrected for the radiative elastic tail and
accidental coincidences by direct subtraction of normalized
(simulated or real) data (see previous subsection). The nor-
malization factors were varied by 50% of their deviation from
unity to estimate the systematic errors due to these corrections.
The uncertainty on the inelastic radiative corrections was also
calculated as 50% of the deviation from unity of the correction
factor. We checked our radiative correction procedure against
the existing code EXCLURAD [40] for the case of quasielastic
scattering (pn final state) and found good agreement within
the stated uncertainties.

A final systematic uncertainty comes from the model
dependence of our simulated data. While the model input
cancels in our extracted values for F2n(x∗,Q2) × S(αs , pT ) to
first order, both migration between adjacent kinematic bins and
distribution of events within a bin (where the CLAS acceptance
might vary) are somewhat model dependent. We estimated this
effect by modifying the model input to agree with the cross
section extracted from our data. The deviation of the simulated
events with this modified cross section from the data is a direct
measure of the magnitude of this systematic error. We found
its magnitude to be generally below 5%, going up to 10% for
higher proton momenta.

All systematic errors were added in quadrature and are
shown as shaded bands in the figures in the following section.
The summary of systematic uncertainties is presented in
Table I.

VI. RESULTS

In the following, we show several representative histograms
(one-dimensional projections of the four-dimensional bins),
comparing our data to our simple PWIA spectator model to
elucidate some general trends.

In Fig. 4, we show as a first step the accumulated number of
protons (in coincidence with a scattered electron) for several
bins in cos θpq, where θpq is the angle between the virtual
exchanged photon and the proton. The data are not corrected
for acceptance and efficiency and therefore fall off at large
angles where CLAS has limited acceptance. The curves shown
are from our simulation of these data, including the CLAS
acceptance and without any normalization. Using the light-
cone prescription [Eq. (8)] for the momentum distribution
of the initial proton (solid curve), good agreement between
the data and our Monte Carlo simulation is observed up
to cos θpq ≈ −0.3. The result for the nonrelativistic wave
function [Eq. (3), dashed line] is similar in these kinematics. At
more forward angles, the data exceed the simulation by a large
factor, especially at higher momenta [Fig. 4(b)], indicating
a breakdown of the pure PWIA spectator picture. We assume
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FIG. 4. (Color online) Data (points) and results of the Monte
Carlo simulation based on two different PWIA models (solid and
dashed curves) for the total number of counts vs cos θpq for proton
momenta (a) ps = 0.28–0.32 GeV/c and (b) ps = 0.36–0.42 GeV/c,
integrated over electron kinematics. Total systematic error is indicated
by the shaded band.

that this enhancement is due to FSI between the struck neutron
and the spectator proton (see below).

The momentum distribution plotted separately for back-
ward (θpq > 108◦) and transverse (72◦ < θpq < 108◦) proton
kinematics confirms this picture for the relative importance of
non-PWIA processes (Fig. 5). The momentum distribution
of the backward protons is reasonably well described by
the PWIA model, indicating that distortions due to FSI are
rather small in this region. At the same time, the yield for
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FIG. 5. (Color online) Momentum distribution of the recoiling
proton. Data (points) are compared with our Monte Carlo simulation
(solid curve) for two ranges of recoil angle: (a) −1.0 < cos θpq <

−0.3 and (b) −0.3 < cos θpq < 0.3. Events were integrated over all
missing masses and Q2.
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inefficiencies of CLAS. Even after removing bad channels and
accounting for all known detector problems, we find that the
ratio of simulated to measured rates for reconstructed protons
varies from sector to sector. We use the root mean square (rms)
variation between sectors to estimate this systematic error as
about 11% on average. We also include a 3% scale error on
the target density, effective target length, and beam charge
calibration.

The data were corrected for the radiative elastic tail and
accidental coincidences by direct subtraction of normalized
(simulated or real) data (see previous subsection). The nor-
malization factors were varied by 50% of their deviation from
unity to estimate the systematic errors due to these corrections.
The uncertainty on the inelastic radiative corrections was also
calculated as 50% of the deviation from unity of the correction
factor. We checked our radiative correction procedure against
the existing code EXCLURAD [40] for the case of quasielastic
scattering (pn final state) and found good agreement within
the stated uncertainties.

A final systematic uncertainty comes from the model
dependence of our simulated data. While the model input
cancels in our extracted values for F2n(x∗,Q2) × S(αs , pT ) to
first order, both migration between adjacent kinematic bins and
distribution of events within a bin (where the CLAS acceptance
might vary) are somewhat model dependent. We estimated this
effect by modifying the model input to agree with the cross
section extracted from our data. The deviation of the simulated
events with this modified cross section from the data is a direct
measure of the magnitude of this systematic error. We found
its magnitude to be generally below 5%, going up to 10% for
higher proton momenta.

All systematic errors were added in quadrature and are
shown as shaded bands in the figures in the following section.
The summary of systematic uncertainties is presented in
Table I.

VI. RESULTS

In the following, we show several representative histograms
(one-dimensional projections of the four-dimensional bins),
comparing our data to our simple PWIA spectator model to
elucidate some general trends.

In Fig. 4, we show as a first step the accumulated number of
protons (in coincidence with a scattered electron) for several
bins in cos θpq, where θpq is the angle between the virtual
exchanged photon and the proton. The data are not corrected
for acceptance and efficiency and therefore fall off at large
angles where CLAS has limited acceptance. The curves shown
are from our simulation of these data, including the CLAS
acceptance and without any normalization. Using the light-
cone prescription [Eq. (8)] for the momentum distribution
of the initial proton (solid curve), good agreement between
the data and our Monte Carlo simulation is observed up
to cos θpq ≈ −0.3. The result for the nonrelativistic wave
function [Eq. (3), dashed line] is similar in these kinematics. At
more forward angles, the data exceed the simulation by a large
factor, especially at higher momenta [Fig. 4(b)], indicating
a breakdown of the pure PWIA spectator picture. We assume

)pqθcos(

-1 -0.5 0

# 
co

u
n

ts

0

1

2

3

4

5

6

310×

(a)

)pqθcos(

-1 -0.5 0
0

1

2

3

4

5

6

7

8

9

10

310×

(b)

FIG. 4. (Color online) Data (points) and results of the Monte
Carlo simulation based on two different PWIA models (solid and
dashed curves) for the total number of counts vs cos θpq for proton
momenta (a) ps = 0.28–0.32 GeV/c and (b) ps = 0.36–0.42 GeV/c,
integrated over electron kinematics. Total systematic error is indicated
by the shaded band.

that this enhancement is due to FSI between the struck neutron
and the spectator proton (see below).

The momentum distribution plotted separately for back-
ward (θpq > 108◦) and transverse (72◦ < θpq < 108◦) proton
kinematics confirms this picture for the relative importance of
non-PWIA processes (Fig. 5). The momentum distribution
of the backward protons is reasonably well described by
the PWIA model, indicating that distortions due to FSI are
rather small in this region. At the same time, the yield for
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−0.3 and (b) −0.3 < cos θpq < 0.3. Events were integrated over all
missing masses and Q2.
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• Good agreement between data and PWIA at backward angles

• Enhancement in data (due to FSI?) at perpendicular angles

280 <  < 320 MeVps 360 <  < 420 MeVps -1 < cos  < -0.3θpq -0.3 < cos  < 0.3θpq

Klimenko, et al. PRC 73, 035212 (2006)



32

MomentumkF

3. , BAND, and LAD 
Structure of high-momentum 

bound nucleons

D(e, e′￼ps)



33

BAND (Backward Angle Neutron Detector)

• 116 plastic scintillator bars + veto layer

• 3 m upstream of target≈

2 m

1.3 m

Segarra et al., NIMA 978, 164356 (2020)

Denniston et al., NIMA 973 164177 (2020) 



34

Ebeam = 10.2-10.6 GeV

Collected data with 
CLAS12 Run Group B


(2019-2020)

BAND

CLAS12 
FD

LD2 
target

electron

neutron



34

Ebeam = 10.2-10.6 GeV

Collected data with 
CLAS12 Run Group B


(2019-2020)

BAND

CLAS12 
FD

LD2 
target

electron

neutron

0 0.2 0.4 0.6 0.8 1
k (GeV)

4−10

3−10

2−10

1−10

1

10

210

310

)3
 (f

m
ρ

2H (AV18)



35

Efrain Segarra Florian Hauenstein 

Jackson 
Pybus

Andrew 
Denniston

Dien 
Nguyen

Justin 
Estee

BAND analysis team



36

BAND construction



37

BAND in Hall B

beam

CLAS12

BAND



38

• Non-asymptotic cross section model by Strikman & Weiss  

PRC 97, 035209 (2018):


. 


• Kinematic factors


• Deuterium spectral function (momentum distribution of bound protons)


• Free proton structure functions (no EMC modification!)


• Simulate generated events (with QED radiation) in GEANT4

dσ[eD → e′￼nsX] = K
2S(αs, psT)

2 − αs
× F2

PWIA theory calculation for tagged DIS
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• DC fiducial cuts

• ECAL/PCAL fiducial cuts

• Sampling fraction vs.  ( )


• Sampling fraction vs.  ( )


•  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Inclusive DIS results
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• Form double ratio for bins in αS

Yield ratio method and tagged double ratio
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• Form double ratio for bins in αS

• Ratio gives cancellation of systematics

Yield ratio method and tagged double ratio
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• Form double ratio for bins in αS

• Ratio gives cancellation of systematics

• Choose to normalize to  = 0.3x′￼0

• Sensitive to ratio of bound to free proton structure 

Yield ratio method and tagged double ratio
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BAND background subtraction

100− 50− 0 50 100 150 200 250 300

ToF [ns]

1000

2000

3000

4000

5000

6000

7000

8000

9000

C
ou

nt
s

Figure 6-1: Time-of-flight spectrum for coincident BAND signals with a DIS electron.
d(e, e

0
) DIS electrons are selected with all cuts discussed in the previous chapter. All

BAND signals here have Edep,n > 10 MeV, but no other kinematic cuts for tagged
DIS are used. The red region highlights one region where random neutrons are read-
ily identifiable. The green region indicates the signal region of coincident neutrons
contaminated by random neutrons. The “bumpy” substructure is the beam bunch
structure - bunches of electrons are delivered to the hall every 4.008 ns.

to be estimated. This section will describe the “event-mixing” approach in order

to remove background contamination. It is emphasized that the random neutron

background must be estimated and understood before event selection cuts are made.

These cuts will distort the ToF spectrum and make it impossible to identify the

remaining background contribution.

6.1.1 Random neutrons

As seen in Fig. 6-1, BAND measures both signal neutrons (coincident with the electron

trigger) and random neutrons. The latter, as mentioned, are flat in ToF and readily

identified by looking at the region where ToF is less than zero. In other words, these

are signals in BAND that could not have coincided with the electron trigger since

they came before the electron trigger (the red region in Fig. 6-1).

While the random background is flat in ToF and easily identified, the background

170

• Event-mix off-time neutrons with 

inclusive electrons


• Account for 4 ns beam bunch structure
Signal

Off-time
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Tagged DIS
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Tagged DIS double ratio

CLAS12 


CLAS12 


Large, -dependent effect in high-  protonsx′￼ αS
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Result consistent with inclusive measurements of light 
nuclei…

BAND
1.3 <  < 1.4αS

FA
2 (xB) =

1
A ∫

A

xB

dα
α ∫

0

−∞
dv Fp

2 (x′￼)[Zρp(α, v) + Nρn(α, v)
Fn

2(x′￼)
Fp

2(x′￼) ] × (1 + v fos(x′￼))

CLAS12 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…and gives a prediction for bound neutron structure!

BAND
1.3 <  < 1.4αS

CLAS12 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MomentumkF

3. , BAND, and LAD 
Structure of high-momentum 

bound nucleons

D(e, e′￼ps)
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LAD 

Target

Beam
SHMS

HMS

GEMs

• 1 A at 10.9 GeV

• Scattered electron to HMS/SHMS

• Recoil proton to LAD

μ

4.4 4.4

13.5° 17°

2.7 4.2

0.22 0.34

Low x′￼ High x′￼

 (GeV)E′￼

θe

 (GeV )Q2 2

xB

p

e−

Large Angle Detector (LAD) in Hall C
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LAD hardware • Proton detection:

• 5 panels of refurbished CLAS TOF scintillators

• Proton ID using  vs. TOF

• Proton momentum from TOF


• Proton vertexing:

• Repurposed PRad GEMs

• Active area 120 x 55 cm2

dE/dX
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LAD is critical cross check of tagged measurements 

Inclusive

BAND
LAD

• Inclusive + BAND + LAD 
overconstrains deuterium


• BAND and LAD must show consistent 
modification of bound protons/neutrons


• Hope to achieve lower recoil 
momentum and angles than BAND


• Expected to run summer 2024
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Tagged DIS is just getting started!

• A Low-Energy Recoil Tracker (ALERT) with CLAS12 at JLab Hall B:

• 3H/3He tagged DIS from 4He


• TDIS-n at JLab Hall C:

• BoNuS-style measurement of low-momentum neutrons in deuterium


• Tagging at EIC (beyond neutron spin structure)
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Summary
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Summary
• Tagged DIS allows measurements of parton 
structure sensitive to nuclear configuration 


• Study quasi-free nucleons to extract free 
neutron structure 


• Study highly virtual nucleons to probe origin 
of EMC effect
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Summary
• Tagged DIS allows measurements of parton 
structure sensitive to nuclear configuration 


• Study quasi-free nucleons to extract free 
neutron structure 


• Study highly virtual nucleons to probe origin 
of EMC effect

• Preliminary BAND/CLAS12 results show large 
modification of high-momentum protons in 
deuterium
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Summary
• Tagged DIS allows measurements of parton 
structure sensitive to nuclear configuration 


• Study quasi-free nucleons to extract free 
neutron structure 


• Study highly virtual nucleons to probe origin 
of EMC effect

• Preliminary BAND/CLAS12 results show large 
modification of high-momentum protons in 
deuterium

• Rich tagged DIS program developing for JLab 
and EIC
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Questions?


