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GW170817	-	the	:irst	multi-messenger	observation		
of	a	binary	neutron	star	merger

Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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Figure 1. Optical spectra of the BNS merger event GW170817. SOAR and Magellan spectra have been binned by a factor 2 for
clarity. The spectra at times . 4.5 d exhibit a clear optical peak that rapidly moves red. After this time, the flux is dominated by
an IR component discussed in Chornock et al. (2017). The UV data from HST (S/N< 1, essentially an upper limit) and Swift

show blanketing at short wavelengths. Inset: blackbody fits. The early spectra are more sharply peaked than blackbody emission,
due to the deficit of blue flux. At later times, the optical data are consistent with the blue tail of a ⇠ 3000 K blackbody peaking in
the near-IR.

Table 1. Log of optical and UV spectra

MJD Phasea Telescope Instrument Camera Grism or Exposure Average Wavelength Resolution
grating time (s) airmass range (Å) (Å)

57984.0 1.5 SOAR GHTS Blue 400-M1 3⇥1200 1.6 4000–8000 6
57985.0 2.5 SOAR GHTS Blue 400-M1 3⇥900 1.6 4000–8000 6
57986.0 3.5 SOAR GHTS Blue 400-M2 3⇥900 1.6 5000–9000 6
57987.0 4.5 SOAR GHTS Red 400-M1 3⇥900 1.6 4000–8000 6
57988.1 5.5 HST STIS NUV/MAMA G230L 2000 — 1600–3200 3
57990.0 7.5 SOAR GHTS Blue 400-M2 3⇥900 1.9 5000–9000 6
57991.0 8.5 Magellan Baade IMACS f2 G300-17.5 2⇥1200 2.0 4300–9300 6
57992.0 9.5 Magellan Baade IMACS f2 G300-17.5 2⇥1350 2.1 4300–9300 6

a Phase in rest-frame days relative to GW signal.

well fit by a low-order polynomial. Wavelength calibration
was performed by comparison lamp spectra, while flux cali-
bration was achieved using standard star observations on each
night. The final calibrations were scaled to match DECam
photometry observed at the same time (Cowperthwaite et al.
2017). The spectra were corrected for a Milky Way extinc-
tion E(B - V ) = 0.1053, using the dust maps of Schlafly &
Finkbeiner (2011), and cosmological redshift. We assume that
extinction in NGC 4993 is negligible, based on modelling by
Blanchard et al. (2017a).

We additionally obtained one epoch of UV spectroscopy
through Director’s Discretionary Time with the Hubble Space

Telescope using the Space Telescope Imaging Spectrograph
(STIS) with the NUV/MAMA detector and broad G230L
grating, covering ⇠ 1500–3000 Å2. Acquisition imaging was
carried out using the clear CCD50 filter. The transient is de-
tected clearly in a pair of 90 s CCD50 exposures. However,
no trace is visible in the UV spectrum, indicating that the
source is extremely UV-faint. In an effort to use all avail-
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Merger	simulations
Dynamical ejecta of NSM I: nucleosynthesis 2813 

Figure 13. (Colour online). 2D snapshots of the density distributions of the DD2-135135 simulation in the equatorial plane at six different times. The locations 
of the 783 finally ejected mass elements are indicated by coloured dots, projected on to the equatorial plane, with the final Y e -values colour-coded within the 
following ranges: dark red: Y e < 0.1, red: 0.1 ≤ Y e < 0.2, purple: 0.2 ≤ Y e < 0.3, blue: 0.3 ≤ Y e < 0.4, light blue: 0.4 ≤ Y e < 0.5, white: Y e ≥ 0.5. Note that 
the high- Y e particles mo v e mostly perpendicular to the plane of the figure. 
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✓ CFC	general	relativistic	SPH	
code	

✓ neutrinos	module	“ILEAS”		
features:	
➡ neutrino	trapping	and	equilibration	

➡ neutrino	absorption	via	simpliIied	
ray-tracing	

➡ reproduction	of	the	diffusion	law	at	
high	optical	depth	

✓ DD2	and	SFHO	EOS	
✓ symmetric	and	asymmetric	
binary	con]igurations	

✓ includes	ejecta	up	to	~	10ms	
post	merger	

✓ generic	pole-to-equator	
variation	of	Ye	(consistent	with,	
e.g.,	Sekiguchi	’16,	Foucart	’16,	
Radice	’18)
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Figure 12. Vertical slices of the remnant of two binary NS mergers showing the density (top row), temperature (middle row), and electron fraction (bottom
row). The slices were taken 5 ms after merger (defined from the moment when the lapse function reaches its first minimum) from two symmetric simulations
with initial MNS = 1.35 M!, using the DD2 EoS (left-hand column) and the SFHo EoS (right-hand column). We caution the reader that the bottom row of
panels displays the angular averages of the electron fraction, as well as spatial ranges on the axes different from the two other rows.

recovery of the correct lepton fractions in the β-equilibrium regime,
and the EoS also includes the energy and pressure contributions of

the trapped neutrinos. Finally, by means of a simple multidimen-
sional ray-tracing algorithm, we account for the re-absorption in
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row). The slices were taken 5 ms after merger (defined from the moment when the lapse function reaches its first minimum) from two symmetric simulations
with initial MNS = 1.35 M!, using the DD2 EoS (left-hand column) and the SFHo EoS (right-hand column). We caution the reader that the bottom row of
panels displays the angular averages of the electron fraction, as well as spatial ranges on the axes different from the two other rows.
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Figure 14. (Colour online). Average electron fraction per polar angle bin d θ
at ρ = ρnet as predicted by the ILEAS hydrodynamical simulation for the 
four NS–NS merger models: DD2-125145, DD2-135135, SFHo-125145, and 
SFHo-135135. 

Figure 15. (Colour online). Mass distribution of the ejecta (a) in the 2D 
plane of the polar angle v.s. velocity at the end of the DD2-135135 NS–NS 
hydrodynamical simulation. (b) and (c) panels represent the 1D projections 
of the integrated ejected masses on the θ and v/ c ax es, respectiv ely. In panel 
(a), the white regions depict the absence of any trajectory. The green line in 
panel (b) corresponds to the sin 2 ( θ ) function, arbitrarily normalized. 

Figure 16. (Colour online). Same as Fig. 15 for the electron fraction 
distribution at ρ = ρnet as predicted by the ILEAS hydrodynamical 
simulation. (b) and (c) panels represent the mass-averaged Y e along the θ
and v/ c axes, respectively. 

Figure 17. (Colour online). Final mass fractions of the material ejected as a 
function of the atomic mass A divided into six angle bins for the DD2-135135 
model. (a) Shows the ejected mass fraction X θ relative to the total ejected 
mass, while in (b) the mass fractions are renormalized so that the sum o v er 
the atomic mass numbers are equal to one for each angle bin. 

Figure 18. (Colour online). Same as Fig. 17 for four velocity bins. 
results from the competition between neutron captures and β-decays 
during the fast expansion (Goriely et al. 2016 ). 

The distribution of ejected lanthanides and actinides, X LA , in the 
θ − v/ c plane is presented in Fig. 19 (a) for the DD2-135135 model, 
where (b) and (c) show the projection of the average X LA fraction 
on the θ - and v/ c ax es, respectiv ely. Both Figs 19 (b) and 17 (a) show 
that the production of lanthanides and actinides are the largest in 
the equatorial plane (see also Table 1 ). Ho we ver, as displayed in 
Fig. 19 (c), the production of X LA does not seem to have a large 
dependence on the velocity for v/ c < 0.6 while the production falls 
rapidly for the fastest escaping mass elements, as mentioned abo v e. 

The time evolution of the heating rate in six different angle bins 
is displayed in Fig. 20 for the DD2-135135 model. The shape of the 
curves follows more or less the same t −1/3 dependence and are rather 
similar for the dif ferent vie wing angles. Some v ariations are found for 
the polar directions due to a relatively different composition as shown 
in Fig. 17 . On the contrary, the velocity dependence of the heating 
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Table 1. Summary of the ejecta properties for the five models considered in this study, including the contribution stemming from three different angular regions, 
namely the polar (0 ◦ < | 90 ◦ − θ | ≤ 30 ◦), middle (30 ◦ < | 90 ◦ − θ | ≤ 60 ◦), or equatorial (60 ◦ < | 90 ◦ − θ | ≤ 90 ◦) regions. These properties correspond to the 
total ejected mass M ej , the mass of the high-velocity ejecta M v≥0 . 6 c 

ej , the mean velocity 〈 v/ c 〉 , the mean Y e at ρ = ρnet , the neutron mass fraction X n at t = 20 s, 
the lanthanide plus actinide mass fraction X LA (i.e. with respect to the total ejecta), the relative amount nuclei x with respect to the mass in each region x A > 69 
and x A > 183 for r-process nuclei and third-r-process peak nuclei, respectively, and the 232 Th to 238 U ratio. 
Model Region M ej M v≥0 . 6 c 

ej 〈 v/ c 〉 〈 Y e,ρnet 〉 X t= 20 s 
n X LA x A > 69 x A > 183 Th/U 

[10 −3 M '] [10 −4 M '] [10 −3 ] 
DD2-125145 Total 3.20 1.77 0.25 0.22 7.57 0.152 0.90 0.15 1.39 

Equatorial 2.20 0.91 0.24 0.19 1.60 0.126 0.97 0.30 1.40 
Middle 0.78 0.62 0.24 0.26 4.22 0.022 0.95 0.11 1.35 
Polar 0.22 0.23 0.27 0.33 1.76 0.004 0.78 0.05 1.30 

DD2-135135 Total 1.99 0.87 0.25 0.27 7.21 0.107 0.88 0.11 1.35 
Equatorial 1.35 0.46 0.25 0.25 4.71 0.086 0.95 0.17 1.36 

Middle 0.45 0.23 0.24 0.29 1.72 0.017 0.93 0.09 1.30 
Polar 0.20 0.18 0.27 0.34 0.78 0.003 0.75 0.07 1.33 

SFHo-125145 Total 8.67 2.56 0.24 0.24 2.75 0.114 0.95 0.12 1.38 
Equatorial 5.05 1.46 0.24 0.22 0.32 0.079 0.97 0.20 1.38 

Middle 2.89 0.79 0.24 0.27 1.22 0.030 0.95 0.11 1.38 
Polar 0.73 0.31 0.26 0.30 1.21 0.005 0.92 0.05 1.34 

SFHo-135135 Total 3.31 1.53 0.29 0.26 4.76 0.115 0.92 0.11 1.35 
Equatorial 2.17 0.93 0.31 0.24 0.46 0.088 0.95 0.18 1.36 

Middle 0.86 0.51 0.25 0.29 2.54 0.020 0.93 0.08 1.34 
Polar 0.28 0.09 0.26 0.30 1.76 0.007 0.89 0.07 1.26 

DD2-135135 Total 1.99 0.87 0.25 0.13 9.17 0.246 0.97 0.43 1.31 
no neutrino Equatorial 1.35 0.46 0.25 0.11 5.51 0.174 0.98 0.48 1.31 

Middle 0.45 0.23 0.24 0.14 2.83 0.048 0.97 0.42 1.29 
Polar 0.20 0.18 0.27 0.18 0.83 0.024 0.96 0.40 1.28 

Figure 2. (Colour online). Fractional mass distributions of the matter ejected 
as a function of Y e at the time of ρ = ρnet together with the mean electron 
fraction 〈 Y e 〉 . From the top: (a) DD2-125145, (b) DD2-135135, (c) SFHo- 
125145, and (d) SFHo-135135 NS–NS merger models. 
properties are also estimated within the three different angular 
regions, namely the polar (0 ◦ < | 90 ◦ − θ | ≤ 30 ◦), middle (30 ◦
< | 90 ◦ − θ | ≤ 60 ◦), or equatorial (60 ◦ < | 90 ◦ − θ | ≤ 90 ◦) regions, 
highlighting the angular dependence of the ejecta composition, as 
discussed in Section 4 and of particular rele v ance to understand the 
kilonova light curve studied in Part II (Just et al. 2021b ). 

Figure 3. (Colour online). Same as Fig. 2 for the two cases, without (a) or 
with (b) weak nucleonic interactions, of the DD2-135135 model discussed in 
the text. Note that the ILEAS case with neutrinos corresponds to Fig. 2 (b). 
3  NUCLEOSYNTHESIS  A N D  R A D I OAC T I V E  
D E C AY  H E AT  
3.1 Nucleosynthesis 
The nucleosynthesis is followed with a full reaction network includ- 
ing all 5000 species from protons up to Z = 110 lying between 
the valley of β-stability and the neutron-drip line (for more details, 
see Goriely et al. 2011 ; Bauswein et al. 2013 ; Just et al. 2015 ). 
All charged-particle fusion reactions on light and medium-mass 
elements that play a role when the nuclear statistical equilibrium 
freezes out are included in addition to radiative neutron captures and 
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Figure 4. (Colour online). Final mass fractions of the material ejected as a 
function of the atomic mass A for our DD2 1.25–1.45 M ! DD2 1.35–1.35 
M ! SFHo 1.25–1.45 M ! and SFHo 1.35–1.35 M ! NS–NS merger models. 
The Solar system r -ab undance distrib ution (open circles) from Goriely ( 1999 ) 
is shown for comparison and arbitrarily normalized to the DD2 asymmetric 
model at the third r-process peak ( A " 195). 
photodisintegrations. The reaction rates on light species are taken 
from the NETGEN library, which includes all the latest compilations 
of experimentally determined reaction rates (Xu et al. 2013 ). By 
default, experimentally unknown reactions are estimated with the 
TALYS code (Goriely, Hilaire & K oning 2008 ; K oning & Rochman 
2012 ) on the basis of the HFB-21 nuclear masses (Goriely, Chame 
& Pearson 2010 ), the HFB plus combinatorial nuclear level densities 
(Goriely et al. 2008 ), and the QRPA E1 strength functions (Goriely, 
Khan & Samyn 2004 ). Fission and β-decay processes, including 
neutron-induced fission, spontaneous fission, β-delayed fission, as 
well as β-delayed neutron emission, are considered as detailed in 
Goriely ( 2015 ). All fission processes are estimated on the basis of 
the HFB-14 fission paths (Goriely, Samyn & Pearson 2007 ) and 
the full calculation of the corresponding barrier penetration (Goriely 
et al. 2009 ). The fission fragment distribution is taken from the 
microscopic scission-point model, known as the SPY model, as 
described in Lema ̂ ıtre et al. ( 2019 ). The β-decay processes are 
taken from the mean field plus relativistic QRPA calculation of 
Marketin, Huther & Martinez-Pinedo ( 2016 ), when not available 
experimentally. This nuclear physics set represents our standard 
input. A sensitivity analysis of our results to the nuclear ingredients 
is postponed to a future study. 

Fig. 4 shows the final isotopic abundance distributions obtained 
if we adopt the initial ILEAS Y e distributions of Fig. 2 for the four 
hydrodynamical merger models. Given the similar and relatively 
wide initial Y e distributions, the resulting abundance distributions 
are almost identical and reproduce rather well the Solar system 
r -ab undance distrib ution abo v e A ! 90. F or all models, we hav e 
an efficient r-process nucleosynthesis with the production of lan- 
thanides, second- and third-peak nuclei. The lanthanide plus actinide 
mass fraction X LA , the relative amount of r-process nuclei x A > 69 
and of third-r-process peak nuclei x A > 183 , (i.e. with A > 183) are 
summarized in Table 1 for each model. In particular, the ejecta of 
all four systems can be seen to consist of 88 up to 95 per cent of 
A > 69 r-process material with lanthanides plus actinides ranging 
between 11 and 15 per cent in mass. In all four models, the third 

Figure 5. (Colour online). Mass fractions of the 2 × 10 −3 M ! of material 
ejected in our 1.35–1.35 M ! NS–NS merger model with DD2 EoS as a 
function of the atomic mass A for the two cases studied here, i.e. with (ILEAS) 
or without (no neutrinos) weak nucleonic interactions. The Solar system 
ab undance distrib ution is normalized as in Fig. 4 . 
r-process peak is rather well produced and includes between 11 to 
15 per cent of the total mass. The DD2-125145 model has a relatively 
larger production of the hea viest r -process elements, as indicated by 
a larger value of x A > 183 , which reaches about 30 per cent in the 
equatorial region. 

For the DD2-135135 model, Fig. 5 shows the final isotopic 
ab undance distrib utions of the case without neutrinos compared to 
the case where neutrino interactions are included. If we assume the 
initial Y e distribution to be unaffected by weak interactions (Fig. 3 a), 
the resulting distribution is characteristic of what has been obtained 
by most of the calculations neglecting neutrino absorption, i.e. the 
production of A ! 130 –140 is considerably enhanced due to the 
dominance of Y e < 0.1 trajectories and an efficient fission recycling. 
The production of A " 130 nuclei in the second r-process peak is 
linked to the non-negligible presence of Y e > 0.15 trajectories (see 
Fig. 3 and the discussion in Section 2). The ‘no neutrino’ case is 
found to be composed of 2.1 (4.7) times more lanthanides (actinides) 
and a significantly more pronounced third r-process peak (Table 1 ). 

The final elemental abundance distributions obtained from the 
four hydrodynamical models including weak processes are shown 
in Fig. 6 . As for the isotopic distributions, there are only minor 
differences between the four elemental distributions. In particular, 
the production of actinides is larger for the two asymmetric merger 
models. Ho we ver, the 232 Th to 238 U ratio remains rather constant 
and equal to 1.35–1.39 for all four models (Table 1 ), a property of 
particular interest to cosmochronometry (e.g. Goriely & Janka 2016 ). 

The elemental distributions of the DD2-135135 cases with and 
without neutrinos are presented in Fig. 7 . We can see that a rather 
different prediction is obtained when including weak processes, in 
particular, a significantly smaller amount of Z ! 50 elements is 
produced. Ho we ver, although the actinide production for the ILEAS 
case is significantly smaller compared to the reference neutrino-less 
simulation, the elemental ratio Th/U remains rather constant. For 
the ILEAS case, the Ni to Zr region dominates the ejecta, and the 
production of Sr ( Z = 38) is 14 times larger compared to the case 
without neutrinos. Sr is of special interest after its identification by 
Watson et al. ( 2019 ) in the AT2017gfo spectrum. Such a different 
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Figure 6. (Colour online). Same as Fig. 4 for the elemental abundance 
distributions given by the molar fractions. The solar distribution is normalized 
to the DD2-125145 prediction of the third r-process peak. 

Figure 7. (Colour online). Same as Fig. 5 for the elemental abundance 
distributions given by the molar fractions. The solar distribution is normalized 
as in Fig. 6 . 
elemental distribution impacts the observed kilonova light curve, as 
discussed in Part II (Just et al. 2021b ). 
3.2 Radioacti v e decay heat 
The energy release by radioactive decay is estimated consistently 
within the same nucleosynthesis network for each of the models 
considered. No thermalization efficiency is included at this stage 
and only the contribution from neutrino energy loss in each of the β- 
decays are remo v ed following the prescription of F owler, Caughlan & 
Zimmerman ( 1975 ), i.e. what we denote as radioactive heating rate Q 
in this study is the total energy carried by α, β, and γ particles as well 
as fission products. Fig. 8 shows the time evolution of the radioactive 
heating rate Q for the four hydrodynamical models including weak 
interactions. As indicated by the arrow, a bump corresponding to the 
ejection of free neutrons that decay after t = 10 min is visible. In 
particular, the models using the DD2 EoS have the largest ejection of 
free neutrons with a mass fraction of 0.7 per cent at late time t ! 20 s 
(see Table 1 ). The absence of neutrino interactions would provide 
even larger quantities, typically a ∼30 per cent increase of ejected 
free neutrons. For both SFHo models the ejected amount of free 

Figure 8. (Colour online). Time evolution of the radioactive heating rate Q 
for the four hydrodynamical models including weak interactions. The arrow 
at t = 10 min corresponds to the decay half-life of the neutron. 

Figure 9. (Colour online). Same as Fig. 8 for the symmetric DD2 model 
with (solid lines) and without (dashed lines) weak nucleonic interactions. 
The total heating rate is shown in black, the β-, α-, and fission contributions 
in green, orange, and purple colours, respectively. 
neutrons is smaller, corresponding to 0.3 per cent and 0.5 per cent of 
the ejected material for the SFHo-125145 and SFHo-135135 models, 
respecti vely. In these cases, lo wer ejection velocities in comparison 
to the DD2 models are found, and therefore a less noticeable feature 
linked to neutron decay is observed. The decay of free neutrons may 
power a precursor signal of the kilonova, as discussed in Metzger 
et al. ( 2015 ). The inclusion of neutrino interaction may, ho we ver, 
decrease its strength, though it is essentially linked to the very fast 
ejection of a few neutron-rich mass elements. 

In general, the heating rate is dominated by a large number of 
neutron-rich A ! 200 nuclei that β-decay towards the valley of 
stability. Ev en after sev eral days, the main contribution to the heating 
rate comes from a few β-unstable isotopes with half-lives of the 
order of days. Ho we ver, at late time ( t > 10 d), the contribution 
from α-decay and spontaneous fission of trans-Pb species starts to 
become significant (Fig. 9 ). More specifically, the α-decay chains 
starting from 222 Rn, 223 − 224 Ra and, in particular, 225 Ac significantly 
contribute to the heating rate at time t > 10 d. In addition, 
the α-decay of 253 Es and 255 Es produces an important amount 
of heat, ho we ver, se veral orders of magnitude less than the four 
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Table 1. Summary of the ejecta properties for the five models considered in this study, including the contribution stemming from three different angular regions, 
namely the polar (0 ◦ < | 90 ◦ − θ | ≤ 30 ◦), middle (30 ◦ < | 90 ◦ − θ | ≤ 60 ◦), or equatorial (60 ◦ < | 90 ◦ − θ | ≤ 90 ◦) regions. These properties correspond to the 
total ejected mass M ej , the mass of the high-velocity ejecta M v≥0 . 6 c 

ej , the mean velocity 〈 v/ c 〉 , the mean Y e at ρ = ρnet , the neutron mass fraction X n at t = 20 s, 
the lanthanide plus actinide mass fraction X LA (i.e. with respect to the total ejecta), the relative amount nuclei x with respect to the mass in each region x A > 69 
and x A > 183 for r-process nuclei and third-r-process peak nuclei, respectively, and the 232 Th to 238 U ratio. 
Model Region M ej M v≥0 . 6 c 

ej 〈 v/ c 〉 〈 Y e,ρnet 〉 X t= 20 s 
n X LA x A > 69 x A > 183 Th/U 

[10 −3 M '] [10 −4 M '] [10 −3 ] 
DD2-125145 Total 3.20 1.77 0.25 0.22 7.57 0.152 0.90 0.15 1.39 

Equatorial 2.20 0.91 0.24 0.19 1.60 0.126 0.97 0.30 1.40 
Middle 0.78 0.62 0.24 0.26 4.22 0.022 0.95 0.11 1.35 
Polar 0.22 0.23 0.27 0.33 1.76 0.004 0.78 0.05 1.30 

DD2-135135 Total 1.99 0.87 0.25 0.27 7.21 0.107 0.88 0.11 1.35 
Equatorial 1.35 0.46 0.25 0.25 4.71 0.086 0.95 0.17 1.36 

Middle 0.45 0.23 0.24 0.29 1.72 0.017 0.93 0.09 1.30 
Polar 0.20 0.18 0.27 0.34 0.78 0.003 0.75 0.07 1.33 

SFHo-125145 Total 8.67 2.56 0.24 0.24 2.75 0.114 0.95 0.12 1.38 
Equatorial 5.05 1.46 0.24 0.22 0.32 0.079 0.97 0.20 1.38 

Middle 2.89 0.79 0.24 0.27 1.22 0.030 0.95 0.11 1.38 
Polar 0.73 0.31 0.26 0.30 1.21 0.005 0.92 0.05 1.34 

SFHo-135135 Total 3.31 1.53 0.29 0.26 4.76 0.115 0.92 0.11 1.35 
Equatorial 2.17 0.93 0.31 0.24 0.46 0.088 0.95 0.18 1.36 

Middle 0.86 0.51 0.25 0.29 2.54 0.020 0.93 0.08 1.34 
Polar 0.28 0.09 0.26 0.30 1.76 0.007 0.89 0.07 1.26 

DD2-135135 Total 1.99 0.87 0.25 0.13 9.17 0.246 0.97 0.43 1.31 
no neutrino Equatorial 1.35 0.46 0.25 0.11 5.51 0.174 0.98 0.48 1.31 

Middle 0.45 0.23 0.24 0.14 2.83 0.048 0.97 0.42 1.29 
Polar 0.20 0.18 0.27 0.18 0.83 0.024 0.96 0.40 1.28 

Figure 2. (Colour online). Fractional mass distributions of the matter ejected 
as a function of Y e at the time of ρ = ρnet together with the mean electron 
fraction 〈 Y e 〉 . From the top: (a) DD2-125145, (b) DD2-135135, (c) SFHo- 
125145, and (d) SFHo-135135 NS–NS merger models. 
properties are also estimated within the three different angular 
regions, namely the polar (0 ◦ < | 90 ◦ − θ | ≤ 30 ◦), middle (30 ◦
< | 90 ◦ − θ | ≤ 60 ◦), or equatorial (60 ◦ < | 90 ◦ − θ | ≤ 90 ◦) regions, 
highlighting the angular dependence of the ejecta composition, as 
discussed in Section 4 and of particular rele v ance to understand the 
kilonova light curve studied in Part II (Just et al. 2021b ). 

Figure 3. (Colour online). Same as Fig. 2 for the two cases, without (a) or 
with (b) weak nucleonic interactions, of the DD2-135135 model discussed in 
the text. Note that the ILEAS case with neutrinos corresponds to Fig. 2 (b). 
3  NUCLEOSYNTHESIS  A N D  R A D I OAC T I V E  
D E C AY  H E AT  
3.1 Nucleosynthesis 
The nucleosynthesis is followed with a full reaction network includ- 
ing all 5000 species from protons up to Z = 110 lying between 
the valley of β-stability and the neutron-drip line (for more details, 
see Goriely et al. 2011 ; Bauswein et al. 2013 ; Just et al. 2015 ). 
All charged-particle fusion reactions on light and medium-mass 
elements that play a role when the nuclear statistical equilibrium 
freezes out are included in addition to radiative neutron captures and 
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Figure 4. (Colour online). Final mass fractions of the material ejected as a 
function of the atomic mass A for our DD2 1.25–1.45 M ! DD2 1.35–1.35 
M ! SFHo 1.25–1.45 M ! and SFHo 1.35–1.35 M ! NS–NS merger models. 
The Solar system r -ab undance distrib ution (open circles) from Goriely ( 1999 ) 
is shown for comparison and arbitrarily normalized to the DD2 asymmetric 
model at the third r-process peak ( A " 195). 
photodisintegrations. The reaction rates on light species are taken 
from the NETGEN library, which includes all the latest compilations 
of experimentally determined reaction rates (Xu et al. 2013 ). By 
default, experimentally unknown reactions are estimated with the 
TALYS code (Goriely, Hilaire & K oning 2008 ; K oning & Rochman 
2012 ) on the basis of the HFB-21 nuclear masses (Goriely, Chame 
& Pearson 2010 ), the HFB plus combinatorial nuclear level densities 
(Goriely et al. 2008 ), and the QRPA E1 strength functions (Goriely, 
Khan & Samyn 2004 ). Fission and β-decay processes, including 
neutron-induced fission, spontaneous fission, β-delayed fission, as 
well as β-delayed neutron emission, are considered as detailed in 
Goriely ( 2015 ). All fission processes are estimated on the basis of 
the HFB-14 fission paths (Goriely, Samyn & Pearson 2007 ) and 
the full calculation of the corresponding barrier penetration (Goriely 
et al. 2009 ). The fission fragment distribution is taken from the 
microscopic scission-point model, known as the SPY model, as 
described in Lema ̂ ıtre et al. ( 2019 ). The β-decay processes are 
taken from the mean field plus relativistic QRPA calculation of 
Marketin, Huther & Martinez-Pinedo ( 2016 ), when not available 
experimentally. This nuclear physics set represents our standard 
input. A sensitivity analysis of our results to the nuclear ingredients 
is postponed to a future study. 

Fig. 4 shows the final isotopic abundance distributions obtained 
if we adopt the initial ILEAS Y e distributions of Fig. 2 for the four 
hydrodynamical merger models. Given the similar and relatively 
wide initial Y e distributions, the resulting abundance distributions 
are almost identical and reproduce rather well the Solar system 
r -ab undance distrib ution abo v e A ! 90. F or all models, we hav e 
an efficient r-process nucleosynthesis with the production of lan- 
thanides, second- and third-peak nuclei. The lanthanide plus actinide 
mass fraction X LA , the relative amount of r-process nuclei x A > 69 
and of third-r-process peak nuclei x A > 183 , (i.e. with A > 183) are 
summarized in Table 1 for each model. In particular, the ejecta of 
all four systems can be seen to consist of 88 up to 95 per cent of 
A > 69 r-process material with lanthanides plus actinides ranging 
between 11 and 15 per cent in mass. In all four models, the third 

Figure 5. (Colour online). Mass fractions of the 2 × 10 −3 M ! of material 
ejected in our 1.35–1.35 M ! NS–NS merger model with DD2 EoS as a 
function of the atomic mass A for the two cases studied here, i.e. with (ILEAS) 
or without (no neutrinos) weak nucleonic interactions. The Solar system 
ab undance distrib ution is normalized as in Fig. 4 . 
r-process peak is rather well produced and includes between 11 to 
15 per cent of the total mass. The DD2-125145 model has a relatively 
larger production of the hea viest r -process elements, as indicated by 
a larger value of x A > 183 , which reaches about 30 per cent in the 
equatorial region. 

For the DD2-135135 model, Fig. 5 shows the final isotopic 
ab undance distrib utions of the case without neutrinos compared to 
the case where neutrino interactions are included. If we assume the 
initial Y e distribution to be unaffected by weak interactions (Fig. 3 a), 
the resulting distribution is characteristic of what has been obtained 
by most of the calculations neglecting neutrino absorption, i.e. the 
production of A ! 130 –140 is considerably enhanced due to the 
dominance of Y e < 0.1 trajectories and an efficient fission recycling. 
The production of A " 130 nuclei in the second r-process peak is 
linked to the non-negligible presence of Y e > 0.15 trajectories (see 
Fig. 3 and the discussion in Section 2). The ‘no neutrino’ case is 
found to be composed of 2.1 (4.7) times more lanthanides (actinides) 
and a significantly more pronounced third r-process peak (Table 1 ). 

The final elemental abundance distributions obtained from the 
four hydrodynamical models including weak processes are shown 
in Fig. 6 . As for the isotopic distributions, there are only minor 
differences between the four elemental distributions. In particular, 
the production of actinides is larger for the two asymmetric merger 
models. Ho we ver, the 232 Th to 238 U ratio remains rather constant 
and equal to 1.35–1.39 for all four models (Table 1 ), a property of 
particular interest to cosmochronometry (e.g. Goriely & Janka 2016 ). 

The elemental distributions of the DD2-135135 cases with and 
without neutrinos are presented in Fig. 7 . We can see that a rather 
different prediction is obtained when including weak processes, in 
particular, a significantly smaller amount of Z ! 50 elements is 
produced. Ho we ver, although the actinide production for the ILEAS 
case is significantly smaller compared to the reference neutrino-less 
simulation, the elemental ratio Th/U remains rather constant. For 
the ILEAS case, the Ni to Zr region dominates the ejecta, and the 
production of Sr ( Z = 38) is 14 times larger compared to the case 
without neutrinos. Sr is of special interest after its identification by 
Watson et al. ( 2019 ) in the AT2017gfo spectrum. Such a different 
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Figure 6. (Colour online). Same as Fig. 4 for the elemental abundance 
distributions given by the molar fractions. The solar distribution is normalized 
to the DD2-125145 prediction of the third r-process peak. 

Figure 7. (Colour online). Same as Fig. 5 for the elemental abundance 
distributions given by the molar fractions. The solar distribution is normalized 
as in Fig. 6 . 
elemental distribution impacts the observed kilonova light curve, as 
discussed in Part II (Just et al. 2021b ). 
3.2 Radioacti v e decay heat 
The energy release by radioactive decay is estimated consistently 
within the same nucleosynthesis network for each of the models 
considered. No thermalization efficiency is included at this stage 
and only the contribution from neutrino energy loss in each of the β- 
decays are remo v ed following the prescription of F owler, Caughlan & 
Zimmerman ( 1975 ), i.e. what we denote as radioactive heating rate Q 
in this study is the total energy carried by α, β, and γ particles as well 
as fission products. Fig. 8 shows the time evolution of the radioactive 
heating rate Q for the four hydrodynamical models including weak 
interactions. As indicated by the arrow, a bump corresponding to the 
ejection of free neutrons that decay after t = 10 min is visible. In 
particular, the models using the DD2 EoS have the largest ejection of 
free neutrons with a mass fraction of 0.7 per cent at late time t ! 20 s 
(see Table 1 ). The absence of neutrino interactions would provide 
even larger quantities, typically a ∼30 per cent increase of ejected 
free neutrons. For both SFHo models the ejected amount of free 

Figure 8. (Colour online). Time evolution of the radioactive heating rate Q 
for the four hydrodynamical models including weak interactions. The arrow 
at t = 10 min corresponds to the decay half-life of the neutron. 

Figure 9. (Colour online). Same as Fig. 8 for the symmetric DD2 model 
with (solid lines) and without (dashed lines) weak nucleonic interactions. 
The total heating rate is shown in black, the β-, α-, and fission contributions 
in green, orange, and purple colours, respectively. 
neutrons is smaller, corresponding to 0.3 per cent and 0.5 per cent of 
the ejected material for the SFHo-125145 and SFHo-135135 models, 
respecti vely. In these cases, lo wer ejection velocities in comparison 
to the DD2 models are found, and therefore a less noticeable feature 
linked to neutron decay is observed. The decay of free neutrons may 
power a precursor signal of the kilonova, as discussed in Metzger 
et al. ( 2015 ). The inclusion of neutrino interaction may, ho we ver, 
decrease its strength, though it is essentially linked to the very fast 
ejection of a few neutron-rich mass elements. 

In general, the heating rate is dominated by a large number of 
neutron-rich A ! 200 nuclei that β-decay towards the valley of 
stability. Ev en after sev eral days, the main contribution to the heating 
rate comes from a few β-unstable isotopes with half-lives of the 
order of days. Ho we ver, at late time ( t > 10 d), the contribution 
from α-decay and spontaneous fission of trans-Pb species starts to 
become significant (Fig. 9 ). More specifically, the α-decay chains 
starting from 222 Rn, 223 − 224 Ra and, in particular, 225 Ac significantly 
contribute to the heating rate at time t > 10 d. In addition, 
the α-decay of 253 Es and 255 Es produces an important amount 
of heat, ho we ver, se veral orders of magnitude less than the four 

MNRAS 510, 2804–2819 (2022) 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/510/2/2804/6438452 by O
liver Just on 17 January 2022

Dynamical ejecta of NSM I: nucleosynthesis 2811 

Figure 10. (Colour online). Contribution to the radioactive heating rate Q 
stemming from individual nuclear decays versus mass number A at t = 7 h, 
30 d, and 150 d in the top, middle, and bottom panels, respectively. The 
no-neutrinos model is represented by a dot and the ILEAS model by a cross 
and both predictions are connected by a line. The colours represent the decay 
modes as in Fig. 9 . 
aforementioned-mentioned α-decay chains since their daughter nu- 
clei quickly β-decay to long-lived Cf. Among the fissioning species, 
254 Cf is the only notable isotope, in fact, it has one of the largest 
heating rates across all decay modes and isotopes for t > 10 d. The 
production of trans-Pb is often taken as the signature of r-processing 
beyond the heaviest stable elements (Wanajo 2018 ; Zhu et al. 2018 ; 
Wu et al. 2019 ). Among our four hydrodynamical models, it is the 
asymmetric DD2 model that shows the most pronounced contribution 
to the heating rate by trans-Pb species for t > 10 d, as also shown by 
the large production of Th and U in Fig. 4 . 

In Fig. 9 , the heating rate of our two models with and without 
neutrino interactions are compared, highlighting the relative contri- 
bution from the main decay modes β, α, and fission. In general, the 
time evolution of the heating rate due to α-decay and spontaneous 
fission follow the same trend for both models, where the heating rate 
of the no-neutrinos model is up to one order of magnitude higher. 
For the total heating rate, the main differences occur around t ∼
7 h, 30 d and after 150 d (see Fig. 10 for the heating rate versus 
mass number at these three time points). At 7 h after the merger, the 
discrepancies are caused by an excess of heat for the ILEAS model 
mainly generated by the β-decay of 88 Kr- 88 Rb and 92 Y (top panel 
of Fig. 10 ). This can be seen in Fig. 7 where an excess amount of 
elements in the 33 ≤ Z ≤ 39 region are produced in the simulation 
including neutrinos and are responsible for the large radioactive heat 
through β-decays at times between 0.1 and 1 d (Fig. 9 ). The same 
effect can be seen after t > 60 d where in the no-neutrinos case β- 
decay heating rate starts to decrease, while this does not occur within 
the ILEAS model due to heat generated by A < 130 nuclei with longer 
half-lives. After t > 10 d, the signature of trans-actinides production 
start to differ significantly. The ILEAS model is still dominated 
by β-decays of A ! 200 species, ho we ver, for the no-neutrinos 
model the contribution from the A = 222 − 225 α-decay chains and 
spontaneous fission of 254 Cf becomes important. In addition, the case 
without weak interactions has a larger production of elements with 
A > 130 (see Fig. 7 ), leading to more heat generated by β-decays, 
in particular by 140 Ba and 140 La (see middle panel of Fig. 10 ). Later 
at t = 150 d (bottom panel of Fig. 10 ), the major trans-actinide 

Figure 11. (Colour online). Final abundance distribution in the dynamical 
ejecta of the DD2-135135 model assuming the initial Y e is systematically 
modified with respect to ILEAS prediction by ±0.05 or ±0.10. The Solar 
system abundance distribution is normalized as in Fig. 4 . 
contributor is 254 Cf, with a heating rate about four times larger in the 
no-neutrinos model, while the β-decay of A < 130 nuclides powers 
the heating rate in the ILEAS model. 
3.3 Sensitivity to the electron fraction 
As briefly discussed in Section 2, NS merger simulations still 
suffer from numerous uncertainties connected to, among others, the 
neutrino transport and the EoS. Those uncertainties inevitably affect 
the initial conditions for the nucleosynthesis calculations within the 
model described in Section 2. In particular, the initial Y e at the time 
of ρ = ρnet may differ by ±0.05 or even ±0.10 with respect to the 
present modelling. To test the sensitivity with respect to the many 
uncertainties affecting still the hydrodynamical simulations, we have 
considered extreme cases in which the Y e at the time of ρ = ρnet 
is systematically increased or decreased by 0.05 or even 0.10. We 
show in Figs 11 –12 the impact of such different initial conditions 
on the final composition of the ejected material as well as the time 
evolution of the radioactive heating rate and the lanthanide + actinide 
mass fraction X LA for the DD2-135135 model. 

As seen in Fig. 11 , a systematic increase of Y e by 0.1 is not 
sufficient to give rise to the production of the first r-process peak, but 
rather fa v ours the synthesis of the Fe, Ni, or Zn even- N isotopes in 
the A = 58–66 region, as well as 88 Sr and 84,86 Kr. As a consequence, 
a significant reduction in the production of the second and third r- 
process peaks, as well as lanthanides and actinides, can be observed 
(Fig. 12 ). Note, ho we ver, that e ven in the least neutron-rich case 
where Y e is increased by 0.10 the mass fraction of X LA $ 0.02 remains 
not negligible. The radioactive decay heat Q is found to follow rather 
well the empirical approximation Q 0 = 10 10 t [d] −1.3 (Metzger et al. 
2010 ) in all the five cases shown in Fig. 12 . The differences seen in 
the various Y e cases in Fig. 12 can be explained by the same effects 
as those found in the comparison between the cases with and without 
weak interactions described in Section 3.2. In the most neutron-rich 
case ( Y e − 0.10), the Q enhancement around t = 10 −2 d and t > 
10 d is due to the decay of free neutrons and actinides, respectively. 
For the least neutron-rich case, the trans-actinides signal at t > 10 d 
completely disappears and the heating rate is essentially powered by 
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Figure 12. (Colour online). Time evolution of the radioactive heating rate Q 
and the lanthanide + actinide mass fraction X LA for the DD2-135135 model 
assuming the initial Y e is systematically modified with respect to ILEAS 
prediction by ±0.05 or ±0.10. The black dotted line corresponds to the 
approximation Q 0 = 10 10 ( t [d]) −1.3 (Metzger et al. 2010 ). 
β-decay of A ≤ 140 nuclei, except for the spontaneous fission of 
254 Cf. 

The highest Y e + 0.10 case with the lowest X LA gives rise to a lower 
heating rate Q with respect to the most neutron-rich case, in contrast 
to what is obtained by Martin et al. ( 2015 , see their fig. 13) who 
found, relative to Q 0 , a heating rate enhancement by a factor of 2.5 at 
t ∼ 4 h for their neutrino-driven wind producing the light r-process 
elements. Our heating rate is also significantly lower than the value 
found by Perego, Radice & Bernuzzi ( 2017 ) (see in particular their 
equation 2, and Part II for a detailed comparison with their heating 
rates) for Y e ! 0 . 25 ejecta. 
4  A N G U L A R  A N D  VELOCITY  D E P E N D E N C E  
O F  T H E  E J E C TA  
The 3D implementation of the weak nucleonic reactions (equation 1) 
within the ILEAS framework of the hydrodynamical simulations 
allows us to study the angle and velocity distributions of the ejecta 
and nucleosynthesis yields. As shown in Fig. 13 and by previous 
studies (see e.g. Goriely et al. 2011 ; Sekiguchi et al. 2015 ), two 
major mechanisms during the merger phase are responsible for the 
dynamical mass ejection, namely tidal stripping preferentially in 
the orbital plane and the more isotropic mass ejection by shock 
compression at the NS contact interface. Most of the high- Y e mass 
elements are seen to originate from the collision interface. In the 
equatorial plane mostly lower- Y e material is ejected, whereas regions 
at higher polar angles contain a mix of low- Y e and high- Y e ejecta. 
Indeed, Fig. 14 displays the electron fraction distribution of the 
ejected matter as a function of polar angle θ for the four merger 
models. It can be seen that the material at the poles is significantly 
less neutron-rich, in particular for the DD2-125145, SFHo-125145, 
and DD2-135135 models. It is consequently of particular interest 
for observation (see Just et al. 2021b ) to study in more detail the 
composition and decay heating rate obtained as a function of the 
polar angle, but also as a function of the expansion velocity. Some 
properties of the ejecta in the different angular regions, namely 
the polar, middle, or equatorial regions, are given in Table 1 . In 

the following section, a detailed analysis of the angle and velocity 
distribution of the material as well as the resulting nucleosynthesis 
is presented for the DD2-135135 model. If the other models deviate 
from its trend, a special mention will be made. 

Fig. 15 (a) illustrates the mass distribution of the ejecta in the 
2D plane of the polar angle θ and velocity v/ c . Figs 15 (b) and (c) 
give the corresponding projection of the integrated mass fraction 
on the θ and v/ c ax es, respectiv ely. Fig. 15 (b) shows that most of 
the material is ejected in the equatorial region (60 ◦ < θ ≤ 120 ◦) 
of the NSs merger plane. The angular distribution is seen to be 
roughly following a sin 2 ( θ ) function, as pointed out by Perego et al. 
( 2017 ). Ho we ver, compared to the sin 2 ( θ ) distribution the simulations 
tend to produce a pattern that is slightly more peaked towards 
θ = 90 ◦. 

In Fig. 15 (c), we see that most of the ejected material has a velocity 
below 0.3 c , and that the high-velocity tail ( v/ c > 0.6) contains only 
a minor fraction of the total ejected mass (between 1 and 5 per cent 
of the total mass, see also Table 1 ) and is represented by 63 (22) 
and 37 (13) particles for the DD2 and SFHo asymmetric (symmet- 
ric) models, respectiv ely. These fast-mo ving particles contain o v er 
99 per cent of the X t= 20s 

n mass. The high-velocity ejecta are not 
isotropic, but more concentrated in the equatorial plane, though they 
are distributed o v er all angles, especially for the DD2 EoS models 
(Fig. 15 a). 

In general, the further away from the equatorial plane the mass 
element, the larger its minimum velocity. In particular, the minimum 
velocity in the extreme polar regions ( θ % 0 ◦ and θ % 180 ◦) is larger 
than 0.2 c , while v/ c % 0.03 is the lower limit in the equatorial plane. 
Fig. 16 (a) shows the electron fraction distribution in the θ − v/ c 
plane, and Figs 16 (b) and (c) the projection of the average Y e on the 
θ and v/ c ax es, respectiv ely. The ejecta in the equatorial re gions is 
the most neutron rich. As seen in Fig. 16 (c), most of the high- Y e 
mass elements have velocities in the range ∼0.1–0.4 c . 

In Fig. 17 , the composition of the ejecta in the polar, middle, and 
equatorial regions are shown as a function of mass number for the 
DD2-135135 model. Fig. 17 (a) emphasizes the differences in ejected 
yields in the separate angle bins, with a particular small contribution 
from the polar regions. Fig. 17 (b) compares the nucleosynthesis 
results of the angle regions renormalized such that in that region ∑ 

A X A = 1, showing that the production of A > 140 nuclei are 
proportionally smaller in the polar regions compared to the other 
angle regions. As can be seen in Fig. 14 , the material in the middle and 
polar regions has a significantly higher Y e and is therefore expected 
to yield a weaker r-process. Ho we ver, since the material ejected in 
both the polar and middle regions is less massive (see Table 1 ), the 
global effect of the high- Y e trajectories remains small. In the case 
of the symmetric SFHo system, a more isotropic distribution of Y e 
is found (Fig. 14 ), so that a rather similar pattern is observed in all 
directions. In this case, like in the others, the mass ejected along 
the poles remains, ho we ver, rather lo w, i.e. smaller than typically 
10 per cent of the total ejected mass (Table 1 ). 

The velocity dependence of the isotopic composition is given in 
Fig. 18 where panel (a) shows the yields relative to the total ejecta 
mass, and (b) the renormalized mass fractions, so that the sum o v er 
the atomic mass for each velocity bin is 1. The mass elements with 
the highest velocities ( v ≥ 0.6 c ) have a small contribution to the 
o v erall production of all isotopes. Comparing only the shape of the 
ab undance distrib utions in Fig. 18 (b), those v/ c > 0.6 trajectories 
have their second and third r-process peaks shifted to higher mass 
numbers and a relatively low content in lanthanides with respect to 
the slow ejecta. This specific distribution is related to the fact that for 
the fast ejecta not all neutrons are captured and the final composition 
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Figure 10. Example illustrating the discrepancy between correlations obtained for individual trajectories and correlations between averages over finite domains. 
All plotted data are taken from model DD2-135135. Three left plots: mass-averages of the electron fraction, Y e , lanthanide mass fraction, X LA , and (temperature- 
independent part of the) opacity, κLA , o v er the volumes defined by 30 equidistant polar-angle bins dividing the Northern hemisphere. Three right plots: pair-wise 
correlation plots between the same data as in the left plots. For comparison, orange dots denote the corresponding data measured for individual outflow 
trajectories. A sharp cut-off of X LA around Y e ∼ 0.28 is only visible for single-trajectory data, while much higher values of X LA ( Y e ), and therefore of κLA ( Y e ), 
can be reached when considering collections of trajectories in finite regions. 

Figure 11. Comparison of total radioactive energy-release rates, Q + 
Q neu , along individual outflow trajectories of model DD2-135135 and the 
corresponding rates mass averaged over all trajectories of a given model. 
Orange lines denote the subset of particles of model DD2-135135 with Y e 
close to the average value of 〈 Y e 〉 = 0.27 and with velocities v/ c < 0.4. 
Values of Q + Q neu differ more strongly between individual trajectories than 
between ensemble averages of different models, even for models with rather 
di verse v alues of 0.13 < 〈 Y e 〉 < 0.37. 
equations (30) and (33), respectively) a reliable prediction of the 
heating rate is mandatory for any kilonova model to properly infer 
the ejecta mass from observations during the peak or the optically 
thin phase (e.g. Rosswog et al. 2018 ; Wanajo 2018 ; Wu et al. 2019 ; 
Barnes et al. 2021 ). For simplicity, we now ignore the additional 
complexity connected to the thermalization efficiency and assume 
f th = 1. For the heating rates, the analysis is not as straightforward as 
for the opacities, where the strong non-linearity of X LA ( Y e ) represents 
the main culprit, because the heating rates are determined by decay 
chains involving a large number of isotopes, of which the abundances 
are quite sensitive also to the entropy and expansion time-scale. 
Nevertheless, we can get a basic idea of the uncertainty of single- 
trajectory models by comparing the heating rates for individual 
trajectories with the average heating rates. To that end, in Fig. 11 
we plot, apart from the global heating rates for each model, the 
heating rates of all particles of model DD2-135135 using black, 
slightly transparent lines, while orange lines are used to denote only 

the subset of these particles that have Y e close to the average value 
of 〈 Y e 〉 ≈ 0.27 and velocities of v/ c < 0.4. Even for this subset of 
presumably representative trajectories (in the sense that Y e and v are 
in the ballpark of expected bulk values), the range of variation of 
the heating rates is substantial and amounts to factors of 2–4 during 
the entire period of 0 . 1 d < t < 20 d that is rele v ant for the kilonova 
emission. On the other hand, the substantially smaller model-by- 
model variations of the average heating rates (thick lines in Fig. 11 ) 
indicate that the average heating rate of ensembles of trajectories 
are subject to a much reduced level of randomness than the heating 
rate of individual particles. This finding is particularly remarkable, 
because we even consider models with artificially changed values of 
Y e that span a large range of values for 〈 Y e 〉 between 0.13 and 0.37 
(cf. Table 1 ). 

From the abo v e discussions, we conclude that predictions for 
the nucleosynthesis yields and the corresponding kilonova signal 
that are based on one-zone models or single-trajectory modelling 
may carry substantial systematic uncertainties in cases where the 
thermodynamic properties are not homogeneous throughout the 
ejecta but given by a broad distribution. 
4.3 Comparison with previous studies 
We will now briefly compare some of our results with previous 
studies. The level of sophistication of kilonova models is growing 
quickly, and many studies employ their own ways of dealing with 
the large number of required physics ingredients. Moreo v er, giv en 
the large parameter space, it is difficult to find studies that discuss 
models with a match of the basic characteristic parameters (geometry, 
mass, velocity, composition, etc.), which would be required for a 
meaningful quantitative comparison. Hence, we will only compare a 
few elementary features with selected studies. 

While the number of kilonova studies directly based on the outputs 
from hydrodynamical simulations is still very small, quite a few 
studies exist by now that investigate multidimensional kilonovae 
based on manually constructed ejecta configurations with homoge- 
neous distributions of the heating rate and opacity (e.g. Wollaeger 
et al. 2018 ; Barbieri et al. 2019 ; Bulla 2019 ; Darbha & Kasen 2020 ; 
Kawaguchi et al. 2020 ; Heinzel et al. 2021 ; Korobkin et al. 2021 ). 
Darbha & Kasen ( 2020 ) studied the emission characteristics as a 
function of the observer angle based on parametrized ellipsoids, tori, 
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where  is the absorption opacity (see Sect. 2.4 for the
computation), Eeq
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The M1 approximation consists of assuming that the Ed-
dington tensor is given in terms of a local closure relation
as function of E⌫ and F⌫ . We employ the closure relation
by Minerbo (1978). In Eqs. (7) the time derivative d/dt is
taken at constant velocity, x, and the spatial derivatives,
rx, are taken with respect to x. The individual terms en-
tering the time derivative in Eqs. (7) describe, from left to
right, the propagation of radiation fluxes, losses due to ex-
pansion, Doppler-shift, and (emission and absorption) inter-
actions with ions and electrons.

The energy equation of photons (cf. Eq. (7a)), is coupled
to the energy equation for the remaining particles – which
will collectively be denoted as gas or fluid in this work –
via the first law of thermodynamics for Lagrangian fluid
elements moving with velocity v = r/t,
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where e is the thermal energy density of the gas. Equa-
tion (9) takes into account pdV expansion work, energy
input from radioactive decay of freshly synthesized ele-
ments that powers the kilonova (see Sect. 2.4 for its com-
putation), and exchange of energy due to emission and
absorption of radiation. Since by the time t > tKN,
where 0.01 d <

⇠ tKN <
⇠ 100 d are typical kilonova emission

timescales, most electrons are recombined and free neutrons,
protons, and positrons have disappeared, the EoS of the gas
is dominated by heavy ions and given by

e =
3⇢kBT

2hAnucimu
, (10)

where T , kB , and mu are the fluid temperature, Boltzmann
constant, and atomic mass unit, respectively, and the aver-
age mass number of ions, hAnuci, is provided by the nucle-
osynthesis calculations.

The evolution during the intermediate phase between
the merger and the kilonova emission, namely during thyd <

t < tKN, is less important, because in this adiabatic phase
the total (photon plus gas) energy quickly converges towards
a time-dependent quasi-equilibrium that is determined by
the balance between adiabatic expansion and radioactive
heating. Hence, as long as the time of initialization, t0, is
chosen to be early enough for the system to reach the quasi-
equilibrium well before t ⇡ tKN, the resulting light curve
should be insensitive to the particular choice of initial con-
ditions. Motivated by sensitivity tests using different values
of t0 and different initial gas temperatures (see Appendix B)
we initiate our simulations at t = 100 s after the merger
using as initial conditions a homogeneous temperature of

T = 100K and negligibly small radiation energies. The du-
ration of our kilonova simulations is constrained by the fact
that we assume local thermodynamic equilibrium (LTE),
which implies that our scheme is not applicable at late times,
typically beyond t ⇠ 5�20 d (depending on the ejecta prop-
erties) when non-LTE effects become dominant (e.g. Wax-
man et al. 2019). We furthermore note that the possibility
of a neutron precursor (Metzger et al. 2015), which could be
produced through the decay of free neutrons in the fastest
(v/c >

⇠ 0.5) layers of the ejecta, is not discussed in this study,
mainly because such a signal cannot properly be described
by our O(v/c) scheme.

The numerical methods employed to solve the M1 equa-
tions, of which the canonical form can be recovered by rescal-
ing the time coordinate as shown in Appendix B of Just et al.
(2021), are detailed in Just et al. (2015b). We employ the
same code ALCAR that is described in Just et al. (2015b)
and was previously used to evolve the M1 equations for neu-
trino transport.

A few comments are in order regarding the advantages
and disadvantages of the M1 scheme. While the M1 scheme
has been employed already in a large number of previous
applications in the context of photon and neutrino trans-
port (e.g. Cernohorsky & Bludman 1994; Smit et al. 2000;
Pons et al. 2000; Audit et al. 2002; McKinney et al. 2014;
Just et al. 2015b; O’Connor 2015; Kuroda et al. 2016; Weih
et al. 2020) the present scheme is, to our knowledge, the
first application to the computation of kilonovae. A com-
pelling advantage of the M1 scheme is its computational
efficiency and algorithmic simplicity compared to full scale
radiative transfer schemes that resolve the angular distribu-
tion of the photon field. The hyperbolic nature of the M1
equations allows to integrate spatial derivatives explicitly
in time and by that avoids inversions of large matrices dur-
ing each integration step (e.g. Just et al. 2015b), keeping the
computational expense comparable to that of hydrodynamic
solvers. The accuracy of the scheme is generally expected
to be superior to some widely employed, more approximate
methods. For instance, the leakage-like model by Grossman
et al. (2014) does not solve a conservation equation for the
photon energy, and as a consequence it systematically un-
derestimates the luminosities around peak epoch4. In con-
trast to (quasi-)one-zone approximations that do solve an
energy conservation equation for photons (e.g. Arnett 1982;
Goriely et al. 2011; Villar et al. 2017; Metzger 2019; Ho-
tokezaka & Nakar 2020), the M1 formulation does not de-
pend on manually chosen estimates of the diffusion rate,
because it self-consistently resolves the spatial propagation
of radiation through the ejecta. Moreover, it is able to con-
sistently describe heating due to reabsorption of photons
transported from one location to another, and it provides
a genuinely multi-dimensional framework that can handle
non-radial fluxes.

On the other hand, the main disadvantage of the M1

4 This is because the luminosity estimated in the model by Gross-
man et al. (2014) is always bound to be lower than or equal to
the current global heating rate, which is inconsistent with more
detailed calculations where the luminosity typically exceeds the
heating rate at times close to the peak. We refer the reader to the
Appendix of Rosswog et al. (2018) for a comparison of the model
by Grossman et al. (2014) with more accurate schemes.
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The M1 approximation consists of assuming that the Ed-
dington tensor is given in terms of a local closure relation
as function of E⌫ and F⌫ . We employ the closure relation
by Minerbo (1978). In Eqs. (7) the time derivative d/dt is
taken at constant velocity, x, and the spatial derivatives,
rx, are taken with respect to x. The individual terms en-
tering the time derivative in Eqs. (7) describe, from left to
right, the propagation of radiation fluxes, losses due to ex-
pansion, Doppler-shift, and (emission and absorption) inter-
actions with ions and electrons.

The energy equation of photons (cf. Eq. (7a)), is coupled
to the energy equation for the remaining particles – which
will collectively be denoted as gas or fluid in this work –
via the first law of thermodynamics for Lagrangian fluid
elements moving with velocity v = r/t,
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where e is the thermal energy density of the gas. Equa-
tion (9) takes into account pdV expansion work, energy
input from radioactive decay of freshly synthesized ele-
ments that powers the kilonova (see Sect. 2.4 for its com-
putation), and exchange of energy due to emission and
absorption of radiation. Since by the time t > tKN,
where 0.01 d <

⇠ tKN <
⇠ 100 d are typical kilonova emission

timescales, most electrons are recombined and free neutrons,
protons, and positrons have disappeared, the EoS of the gas
is dominated by heavy ions and given by

e =
3⇢kBT

2hAnucimu
, (10)

where T , kB , and mu are the fluid temperature, Boltzmann
constant, and atomic mass unit, respectively, and the aver-
age mass number of ions, hAnuci, is provided by the nucle-
osynthesis calculations.

The evolution during the intermediate phase between
the merger and the kilonova emission, namely during thyd <

t < tKN, is less important, because in this adiabatic phase
the total (photon plus gas) energy quickly converges towards
a time-dependent quasi-equilibrium that is determined by
the balance between adiabatic expansion and radioactive
heating. Hence, as long as the time of initialization, t0, is
chosen to be early enough for the system to reach the quasi-
equilibrium well before t ⇡ tKN, the resulting light curve
should be insensitive to the particular choice of initial con-
ditions. Motivated by sensitivity tests using different values
of t0 and different initial gas temperatures (see Appendix B)
we initiate our simulations at t = 100 s after the merger
using as initial conditions a homogeneous temperature of

T = 100K and negligibly small radiation energies. The du-
ration of our kilonova simulations is constrained by the fact
that we assume local thermodynamic equilibrium (LTE),
which implies that our scheme is not applicable at late times,
typically beyond t ⇠ 5�20 d (depending on the ejecta prop-
erties) when non-LTE effects become dominant (e.g. Wax-
man et al. 2019). We furthermore note that the possibility
of a neutron precursor (Metzger et al. 2015), which could be
produced through the decay of free neutrons in the fastest
(v/c >

⇠ 0.5) layers of the ejecta, is not discussed in this study,
mainly because such a signal cannot properly be described
by our O(v/c) scheme.

The numerical methods employed to solve the M1 equa-
tions, of which the canonical form can be recovered by rescal-
ing the time coordinate as shown in Appendix B of Just et al.
(2021), are detailed in Just et al. (2015b). We employ the
same code ALCAR that is described in Just et al. (2015b)
and was previously used to evolve the M1 equations for neu-
trino transport.

A few comments are in order regarding the advantages
and disadvantages of the M1 scheme. While the M1 scheme
has been employed already in a large number of previous
applications in the context of photon and neutrino trans-
port (e.g. Cernohorsky & Bludman 1994; Smit et al. 2000;
Pons et al. 2000; Audit et al. 2002; McKinney et al. 2014;
Just et al. 2015b; O’Connor 2015; Kuroda et al. 2016; Weih
et al. 2020) the present scheme is, to our knowledge, the
first application to the computation of kilonovae. A com-
pelling advantage of the M1 scheme is its computational
efficiency and algorithmic simplicity compared to full scale
radiative transfer schemes that resolve the angular distribu-
tion of the photon field. The hyperbolic nature of the M1
equations allows to integrate spatial derivatives explicitly
in time and by that avoids inversions of large matrices dur-
ing each integration step (e.g. Just et al. 2015b), keeping the
computational expense comparable to that of hydrodynamic
solvers. The accuracy of the scheme is generally expected
to be superior to some widely employed, more approximate
methods. For instance, the leakage-like model by Grossman
et al. (2014) does not solve a conservation equation for the
photon energy, and as a consequence it systematically un-
derestimates the luminosities around peak epoch4. In con-
trast to (quasi-)one-zone approximations that do solve an
energy conservation equation for photons (e.g. Arnett 1982;
Goriely et al. 2011; Villar et al. 2017; Metzger 2019; Ho-
tokezaka & Nakar 2020), the M1 formulation does not de-
pend on manually chosen estimates of the diffusion rate,
because it self-consistently resolves the spatial propagation
of radiation through the ejecta. Moreover, it is able to con-
sistently describe heating due to reabsorption of photons
transported from one location to another, and it provides
a genuinely multi-dimensional framework that can handle
non-radial fluxes.

On the other hand, the main disadvantage of the M1

4 This is because the luminosity estimated in the model by Gross-
man et al. (2014) is always bound to be lower than or equal to
the current global heating rate, which is inconsistent with more
detailed calculations where the luminosity typically exceeds the
heating rate at times close to the peak. We refer the reader to the
Appendix of Rosswog et al. (2018) for a comparison of the model
by Grossman et al. (2014) with more accurate schemes.

MNRAS 000, 000–000 (0000)

Dynamical ejecta with weak processes II: Kilonova 5

equation):

dE⌫

dt
+

1

ct
rx · F⌫ +

4E⌫

t
�

1

t

@

@⌫
(⌫E⌫) = c⇢(E

eq
⌫ � E⌫) ,

(7a)
dF⌫

dt
+

c

t
rx ·P⌫ +

4F⌫

t
�

1

t

@

@⌫
(⌫F⌫) = �c⇢F⌫ , (7b)

where  is the absorption opacity (see Sect. 2.4 for the
computation), Eeq

⌫ is the equilibrium (Bose-Einstein) energy
density, and P⌫/E⌫ is the normalized 2nd moment (Edding-
ton) tensor with the components

P
ij
⌫

E⌫
⌘

1

cE⌫

Z
I⌫ n

i
n
j
d⌦ . (8)

The M1 approximation consists of assuming that the Ed-
dington tensor is given in terms of a local closure relation
as function of E⌫ and F⌫ . We employ the closure relation
by Minerbo (1978). In Eqs. (7) the time derivative d/dt is
taken at constant velocity, x, and the spatial derivatives,
rx, are taken with respect to x. The individual terms en-
tering the time derivative in Eqs. (7) describe, from left to
right, the propagation of radiation fluxes, losses due to ex-
pansion, Doppler-shift, and (emission and absorption) inter-
actions with ions and electrons.

The energy equation of photons (cf. Eq. (7a)), is coupled
to the energy equation for the remaining particles – which
will collectively be denoted as gas or fluid in this work –
via the first law of thermodynamics for Lagrangian fluid
elements moving with velocity v = r/t,
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where e is the thermal energy density of the gas. Equa-
tion (9) takes into account pdV expansion work, energy
input from radioactive decay of freshly synthesized ele-
ments that powers the kilonova (see Sect. 2.4 for its com-
putation), and exchange of energy due to emission and
absorption of radiation. Since by the time t > tKN,
where 0.01 d <

⇠ tKN <
⇠ 100 d are typical kilonova emission

timescales, most electrons are recombined and free neutrons,
protons, and positrons have disappeared, the EoS of the gas
is dominated by heavy ions and given by

e =
3⇢kBT

2hAnucimu
, (10)

where T , kB , and mu are the fluid temperature, Boltzmann
constant, and atomic mass unit, respectively, and the aver-
age mass number of ions, hAnuci, is provided by the nucle-
osynthesis calculations.

The evolution during the intermediate phase between
the merger and the kilonova emission, namely during thyd <

t < tKN, is less important, because in this adiabatic phase
the total (photon plus gas) energy quickly converges towards
a time-dependent quasi-equilibrium that is determined by
the balance between adiabatic expansion and radioactive
heating. Hence, as long as the time of initialization, t0, is
chosen to be early enough for the system to reach the quasi-
equilibrium well before t ⇡ tKN, the resulting light curve
should be insensitive to the particular choice of initial con-
ditions. Motivated by sensitivity tests using different values
of t0 and different initial gas temperatures (see Appendix B)
we initiate our simulations at t = 100 s after the merger
using as initial conditions a homogeneous temperature of

T = 100K and negligibly small radiation energies. The du-
ration of our kilonova simulations is constrained by the fact
that we assume local thermodynamic equilibrium (LTE),
which implies that our scheme is not applicable at late times,
typically beyond t ⇠ 5�20 d (depending on the ejecta prop-
erties) when non-LTE effects become dominant (e.g. Wax-
man et al. 2019). We furthermore note that the possibility
of a neutron precursor (Metzger et al. 2015), which could be
produced through the decay of free neutrons in the fastest
(v/c >

⇠ 0.5) layers of the ejecta, is not discussed in this study,
mainly because such a signal cannot properly be described
by our O(v/c) scheme.

The numerical methods employed to solve the M1 equa-
tions, of which the canonical form can be recovered by rescal-
ing the time coordinate as shown in Appendix B of Just et al.
(2021), are detailed in Just et al. (2015b). We employ the
same code ALCAR that is described in Just et al. (2015b)
and was previously used to evolve the M1 equations for neu-
trino transport.

A few comments are in order regarding the advantages
and disadvantages of the M1 scheme. While the M1 scheme
has been employed already in a large number of previous
applications in the context of photon and neutrino trans-
port (e.g. Cernohorsky & Bludman 1994; Smit et al. 2000;
Pons et al. 2000; Audit et al. 2002; McKinney et al. 2014;
Just et al. 2015b; O’Connor 2015; Kuroda et al. 2016; Weih
et al. 2020) the present scheme is, to our knowledge, the
first application to the computation of kilonovae. A com-
pelling advantage of the M1 scheme is its computational
efficiency and algorithmic simplicity compared to full scale
radiative transfer schemes that resolve the angular distribu-
tion of the photon field. The hyperbolic nature of the M1
equations allows to integrate spatial derivatives explicitly
in time and by that avoids inversions of large matrices dur-
ing each integration step (e.g. Just et al. 2015b), keeping the
computational expense comparable to that of hydrodynamic
solvers. The accuracy of the scheme is generally expected
to be superior to some widely employed, more approximate
methods. For instance, the leakage-like model by Grossman
et al. (2014) does not solve a conservation equation for the
photon energy, and as a consequence it systematically un-
derestimates the luminosities around peak epoch4. In con-
trast to (quasi-)one-zone approximations that do solve an
energy conservation equation for photons (e.g. Arnett 1982;
Goriely et al. 2011; Villar et al. 2017; Metzger 2019; Ho-
tokezaka & Nakar 2020), the M1 formulation does not de-
pend on manually chosen estimates of the diffusion rate,
because it self-consistently resolves the spatial propagation
of radiation through the ejecta. Moreover, it is able to con-
sistently describe heating due to reabsorption of photons
transported from one location to another, and it provides
a genuinely multi-dimensional framework that can handle
non-radial fluxes.

On the other hand, the main disadvantage of the M1

4 This is because the luminosity estimated in the model by Gross-
man et al. (2014) is always bound to be lower than or equal to
the current global heating rate, which is inconsistent with more
detailed calculations where the luminosity typically exceeds the
heating rate at times close to the peak. We refer the reader to the
Appendix of Rosswog et al. (2018) for a comparison of the model
by Grossman et al. (2014) with more accurate schemes.
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Figure 1. Mass-averaged thermalization efficiencies as function of time for all of our models as computed with equation (12; solid lines) , as well as the 
mass-averaged fraction of the radioactive energy release rate that is carried away by neutrinos (dashed lines) . 

Finally, we need a reasonable prescription for the opacities, which 
are dominated mainly by thousands of possible transition lines 
between energy levels of f -shell elements newly created by the r- 
process. Instead of using a detailed atomic-physics based opacity 
model (e.g. Kasen et al. 2013 ; Wollaeger et al. 2018 ; Tanaka et al. 
2020 ) in our approximate kilono va solv er, we e xpress the opacity in 
a parametric fashion as a function of the lanthanide mass fraction 
and gas temperature as 
κ( X LA , T ) = κLA × κT (13) 
where the X LA -dependent part is 
κLA ≡

 
   
   

30 cm 2 g −1 ( X LA / 10 −1 ) 0 . 1 , X LA > 10 −1 , 
3 cm 2 g −1 ( X LA / 10 −3 ) 0 . 5 , 10 −3 < X LA < 10 −1 , 
3 cm 2 g −1 ( X LA / 10 −3 ) 0 . 3 , 10 −7 < X LA < 10 −3 , 
0 . 2 cm 2 g −1 , X LA < 10 −7 , 

(14) 
and the temperature-dependent part is 
κT ≡ {

1 , T > 2000 K (
T 

2000 K )5 
, T < 2000 K . (15) 

The abo v e prescription was moti v ated by fits to bolometric light 
curves from the atomic-physics based models of Kasen et al. ( 2017 ); 
see Appendix A for comparison plots. Our simplified opacities are not 
able to reproduce all quantitative features in all models by Kasen et al. 
( 2017 ), but they produce agreement in the bolometric luminosities 
typically within a factor of two, and they rather reliably predict 
the correct frequency regime and epoch of maximum brightness 
of individual broadband light curves. While our prescription is 
only a crude approximation to atomic-physics based models, it is 
more advanced than many previous treatments using (piecewise) 
constant opacities (e.g. Perego, Radice & Bernuzzi 2017 ; Villar et al. 
2017 ; Rosswog et al. 2018 ; Hotokezaka & Nakar 2020 ) in two 
important respects: First, the functional dependence between X LA 
and κ is more consistent with sophisticated opacities. In particular, 
it ensures that variations in the lanthanide fractions al w ays result in 
variations of the opacity and therefore of the light curve, which is 
not guaranteed for a piecewise constant prescription. Secondly, the 
temperature-dependent reduction factor, κT , incorporates the effect 
that electron recombination and the concomitant disappearance of 
atomic transition lines lead to a decline of the opacities at late times 
(e.g. Kasen et al. 2013 ; Tanaka et al. 2020 ; Zhu et al. 2021 ). 

2.5 Grid setup 
The hydrodynamical NS-NS merger simulations sample the outflow 
in each model with N ∼ 800–1400 trajectories (see Part I ). The 
kilonov a e volution is simulated on a velocity grid containing about 
400 zones in radial direction, distributed uniformly within v/ c = 
0.02–1.2, 6 and 60 equidistant zones in θ direction from 0 to π /2. 
Frequency space is discretized by 50 frequency bins, which are 
distributed logarithmically between ν = 0 and 2 . 42 × 10 15 Hz. The 
mid-points of the outermost bins are located at wavelengths of 
130 nm and 289 µm. 
2.6 Extraction of obser v er light cur v es 
In contrast to a complete radiative transfer solver, the approximate 
two-moment system with analytic closure that we solve, equation (7), 
does not evolve the angular distribution of photons in momentum 
space, but only the 0th- and 1st-angular moments thereof (cf. 
equations 5 and 6). Since the moments are defined in the frame 
locally comoving with the ejecta the fluxes F i ν measured at some 
v elocity coordinate v m abo v e the photosphere are Doppler red-shifted 
and retarded in time compared to the fluxes measured by a Eulerian 
observer, who is assumed to be at rest with respect to the centre 
of mass of the NS binary. Moreo v er, due to the proximity of v m to 
spatially extended cloud of ejecta a significant fraction of photons is 
still moving in lateral directions, i.e. the angular distribution of F r ν is 
not the final one as measured by an observer. We apply the following 
scheme based on discretizing the radiation field into radiation packets 
in order to reconstruct the approximate angular distribution of the 
radiation field and to correct for the frame dependence (inspired by 
a related treatment in Lucy 2005 ). 

The first step consists of recording the comoving-frame radiation 
moments, E ν , F r ν , and F θν at the time-dependent velocity coordinate 
v m ( t) = max { 0 . 5 c , min { 0 . 99 c , 1 . 2 〈 v ph 〉}} , (16) 
which is chosen to be 20 per cent larger than the average location of 
the photosphere [see Section 3.2 and equation (29) for the definition 
6 The reason for locating the outer boundary at v > c is only to prevent 
numerical artifacts, which may be encountered at early times when radiation 
crosses the boundary with low values of the flux factor, | F ν | / ( cE ν ). 
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Ejecta with weak processes – II: Kilonova 2823 
not needed by our kilonova scheme, because the dependence of the 
kilonova on the electron fraction is already included in the quantities 
Q heat , X LA , and 〈 A nuc 〉 provided by the nucleosynthesis calculations. 
While ρ and Y e ( ρnuc ) only need to be mapped once 3 the remaining 
quantities are time dependent and therefore need to be mapped for 
a sufficiently large number ( ∼1000 in our case) of discrete times, 
between which linear interpolation will be used in the upcoming 
evolution scheme. 

For the mapping, we adopt interpolation methods that are well 
known from SPH schemes (see e.g. Price & Monaghan 2007 ). We 
stress, ho we ver, that our mapping procedure is completely indepen- 
dent of the SPH code that was used to perform the hydrodynamical 
simulations. Thus, the kilonova scheme presented here can equally 
well be applied in cases where the outflow trajectories have been 
extracted from grid-based simulations. For a set of N outflow particles 
with masses m j and position vectors x j (where x ≡ xe r ( θ ) with radial 
unit vector e r and j = 1, . . . , N ), we obtain the density at an arbitrary 
position x using 
ρ( x ) = 1 

2 π ˜ R ∑ 
j m j W 2D ( x − x j , h j ) , (2) 

while all other quantities, represented by A , are interpolated as 
A ( x ) = ∑ N 

j m j 
ρ2D ,j A j W 2D ( x − x j , h j ) 

∑ N 
j m j 

ρ2D ,j W 2D ( x − x j , h j ) , (3) 
from the corresponding values at the particle positions, A j . In 
the abo v e equations, W 2D is the 2D cubic spline kernel (see e.g. 
Monaghan 1992 ), h j is the smoothing length, 
ρ2D ,j = N ∑ 

i m i W 2D ( x j − x i , h i ) (4) 
is the particle representation of the 2D density, ρ2D ≡ 2 πR ρ (e.g. 
Garc ́ıa-Senz et al. 2009 ), R is the cylindrical radius in normalized 
velocity space, and ˜ R = max { R, h/ 2 } with h interpolated from h j 
using equation (3). As commonly done in SPH schemes, we fix 
the smoothing length, h j , by the condition that any sphere of radius 
h j around particle j should contain roughly the same number of 
particles ( ∼50 in our case; see e.g. Price & Monaghan 2007 , for 
explicit equations). In order to reduce numerical artefacts close to 
the polar axis, namely at cylindrical radii R & h that are unresolved 
by the particle data, we limit the conversion factor (2 πR ) −1 between 
ρ2D and ρ from below by replacing R with ˜ R in equation (2). 
2.3 Evolution equations 
After mapping the particle data on to the grid, we compute the 
kilonova light curves in a simplified fashion using a truncated 
two-moment scheme with analytic closure (or often called M1- 
scheme; e.g. Minerbo 1978 ; Levermore 1984 ; Audit et al. 2002 ; 
Just et al. 2015b ). Instead of evolving the specific intensity I ν( x , n ) 
as function of the photon frequency ν and photon momentum unit 
vector n , as is done in full-fledged radiative transfer schemes (e.g. 
Kasen, Thomas & Nugent 2006 ; Tanaka & Hotokezaka 2013 ), 
our approximate scheme evolves the 0th and 1st angular moments 
of I ν as measured in the comoving (or fluid) frame, namely the 
3 For homologous expansion, the density at any given time can be obtained 
using ρ ∝ t −3 . 

monochromatic energy density, 
E ν( x ) ≡ 1 

c 
∫ 

I νd % , (5) 
and the monochromatic energy-flux density vector, 
F i ν ( x ) ≡ ∫ 

I ν n i d % , (6) 
where ∫ d % denotes angular inte gration o v er the full sphere in 
photon momentum space. The O( v/c) evolution equations for these 
quantities as function of the velocity coordinate vector x can be 
derived from the ordinary two-moment equations (e.g. Mihalas & 
Mihalas 1984 ; Just et al. 2015b ) by making use of the homology 
condition, v( r , t ) = r / t , and they are given by (see e.g. Pinto & 
Eastman 2000 ; Rosswog et al. 2018 for an analog deri v ation of the 
0th-moment equation): 
d E ν
d t + 1 

ct ∇ x · F ν + 4 E ν
t − 1 

t ∂ 
∂ν

( νE ν) = cκ( E eq 
ν − E ν) , (7a) 

d F ν
d t + c 

t ∇ x · P ν + 4 F ν
t − 1 

t ∂ 
∂ν

( νF ν) = −cκF ν , (7b) 
where κ is the absorption opacity (see Section 2.4 for the compu- 
tation), E eq 

ν is the equilibrium (Bose-Einstein) energy density, and 
P ν/E ν is the normalized 2nd moment (Eddington) tensor with the 
components 
P ij ν

E ν ≡ 1 
cE ν

∫ 
I ν n i n j d % . (8) 

The M1 approximation consists of assuming that the Eddington 
tensor is given in terms of a local closure relation as a function 
of E ν and F ν . We employ the closure relation by Minerbo ( 1978 ). In 
equations (7) the time deri v ati ve d/d t is taken at constant velocity, 
x , and the spatial deri v ati ves, ∇ x , are taken with respect to x . 
The individual terms entering the time derivative in equations (7) 
describe, from left to right, the propagation of radiation fluxes, 
losses due to expansion, Doppler-shift, and (emission and absorption) 
interactions with ions and electrons. 

The energy equation of photons (cf. equation 7a), is coupled 
to the energy equation for the remaining particles – which will 
collectively be denoted as gas or fluid in this work – via the first 
law of thermodynamics for Lagrangian fluid elements moving with 
velocity v = r / t , 
d e 
d t + 5 e 

t = ρQ heat − ∫ ∞ 
0 cκ( E eq 

ν − E ν)d ν , (9) 
where e is the thermal energy density of the gas. Equation (9) takes 
into account p d V expansion work, energy input from radioactive 
decay of freshly synthesized elements that powers the kilonova (see 
Section 2.4 for its computation), and exchange of energy due to 
emission and absorption of radiation. Since by the time t > t KN , 
where 0 . 01 d ! t KN ! 100 d are typical kilonova emission time- 
scales, most electrons are recombined and free neutrons, protons, 
and positrons have disappeared, the EoS of the gas is dominated by 
heavy ions and given by 
e = 3 ρk B T 

2 〈 A nuc 〉 m u , (10) 
where T , k B , and m u are the fluid temperature, Boltzmann constant, 
and atomic mass unit, respectively, and the average mass number of 
ions, 〈 A nuc 〉 , is provided by the nucleosynthesis calculations. 

The evolution during the intermediate phase between the merger 
and the kilonova emission, namely during t hyd < t < t KN , is less 
important, because in this adiabatic phase the total (photon plus 
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spatial	interpolation	of	
mass,	composition	and	heating	rate	
using	nucleosynthesis	trajectories

✓ evolve	E	and	F	using	two-moment	
M1	scheme	assuming	homologous	
expansion	

✓ uses	as	input	only	the	results	of	
nucleosynthesis	trajectories	

✓ computationally	much	less	
expensive	than	full-]ledged	Monte-
Carlo	radiative	transfer	

✓ more	accurate	and	consistent	than	
(quasi-)one-zone,	Arnett-type	
models	(used	by	e.g.	Villar	’18)

Ejecta with weak processes – II: Kilonova 2827 

Figure 2. Colour maps of various quantities in velocity space at time t = 1 d post merger. All plots in a row belong to the model given in the right-hand panel. 
From left to right, the logarithmic density, electron fraction at the time when the network calculation was initiated, logarithmic lanthanide mass fraction, opacity, 
and specific heating rate after thermalization are shown. The black line in each panel denotes the photosphere (cf. equation 26) at t = 1 d, while the grey lines 
in the left-hand panels additionally show the photospheres at t = 0.3, 0.5, and 2 d going from high-to-low velocities. 

In Table 1 , as well as in the following discussions, we often 
distinguish between polar and equatorial properties. If not explicitly 
stated otherwise, ‘equatorial’ al w ays refers to the region within 
angles of −π /4 and + π /4 around the equator, while ‘polar’ refers to 
the remaining volume of the sphere. 9 
9 We caution the reader that the two characteristic regions used here are 
different from the three regions (polar, middle, equatorial) used in Part I . 

3.1 Ejecta structure 
Before considering the light curves, we first inspect the spatial 
distribution of the ejecta. To that end, we provide in Fig. 2 a tableau 
of contour plots showing for all models the density, electron fraction, 
lanthanide fraction, opacity, and heating rate in the polar plane at a 
time of t = 1 d post merger. Moreo v er, Fig. 3 provides for all models 
the angle-integrated mass distributions as function of the velocity 
coordinate. 
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Figure A1. Left panel: Results of our opacity calibration using a set of bolometric light curves from Kasen et al. (2017). Solid lines
refer to results obtained with our scheme, while dashed lines are the reference results from Kasen et al. (2017). Model parameters are
listed in the insets. The blue dotted line denotes the effective heating rate after thermalization. Right panel: Comparison of broadband
magnitudes in three exemplary frequency bands for two qualitatively different models. The top panel shows results for a model leading to
a near-IR kilonova, while the model in the bottom panel produces a kilonova peaking rather in the optical regime. Despite quantitative
differences, our scheme reproduces the peaks in the correct bands.

for the precise form of the analytic mass distribution. For
this test we use a radioactive heating rate that is pre-
sumably similar, though possibly not exactly identical, to
the one used in Kasen et al. (2017). It is taken from Lip-
puner & Roberts (2015) and given by qrad [erg g�1 s�1]=
(1.0763 ⇥ 10

10
t
�1.518
day + 9.5483 ⇥ 10

9
e
�tday/4.947) with tday

being the time in units of days. The homogeneous thermal-
ization efficiency is computed, as in Kasen et al. (2017),
using the analytic fit formula as function of the ejecta mass
and velocity provided by Barnes et al. (2016).

A comparison of the peak behavior of broadband light
curves provides another consistency check for our treatment.
In Fig. A1 we compare the broadband light curves in the
g, z, and H bands for two models. The model in the top
panel of Fig. A1 assumes rather massive, relatively slow,
and lanthanide-rich ejecta, and the peak is in the near-IR
(H) band. The model in the bottom panel assumes less mas-
sive ejecta with higher velocities and a low lanthanide frac-
tion, and the peak is therefore at higher spectral temper-
atures, namely in the g and z bands. Albeit quantitative
differences are noticeable, our scheme can reproduce the ba-
sic peak behavior quite well. This result lends credibility to
the broadband behavior obtained in the dynamical ejecta
models investigated in this paper.

APPENDIX B: SENSITIVITY TO INITIAL
CONDITIONS

As argued in Sect. 2.3, the light curve at t >⇠ 0.1 d is fairly
independent of the choice of the initial conditions – namely
the initialization time, t0, as well as the initial distributions
of radiation energy and gas temperature – as long as t0 is
chosen sufficiently early for the system to relax well before
t ⇠ 0.1 d into the correct state of balance between radioac-
tive heating and adiabatic expansion. In this Appendix we
back this argument by showing in Fig. B1 light curves for
variations of the fiducial model, DD2-135135, using differ-

Figure B1. Comparison of bolometric luminosities (top panel)

and broadband magnitudes (bottom panel) for kilonova calcula-
tions of model DD2-135135 initialized with different gas temper-
atues, T0, and at different times, t0. Solid lines correspond to the
standard case used for all models in the main part of this study.
The lines corresponding to t0 = 100 s and T0 = 10000K lie on top
of the solid lines. Small differences at early times are only visible
for the model initialized at t0 = 1000 s.

ent initial conditions. All models in the main part of this
study are initialized at t0 = 100 s with a constant tempera-
ture of T0 = 100K. The excellent agreement of the fiducial
model with one model using instead t0 = 1 s and with an-
other model using T0 = 10000K supports the robustness of
our results with respect to the initial conditions. Figure B1

MNRAS 000, 000–000 (0000)

http://keynotetemplate.com


Visit	http://keynotetemplate.com	for	more	free	resources!

	Resulting	kilonova	lightcurves
Ejecta with weak processes – II: Kilonova 2831 

Figure 7. Same as Fig. 4 but comparing the four hydrodynamic models with different nuclear EoSs and binary mass ratios and not distinguishing between 
polar and equatorial regions, i.e. only spherically averaged or integrated quantities are shown. Note that the top middle panel now shows q instead of q / M ej . 
represents one of the most uncertain and challenging aspects in 
theoretical multimessenger modelling of NS mergers given the diffi- 
culties of solving the Boltzmann equation for neutrinos (e.g. Wanajo 
et al. 2014 ; Goriely et al. 2015 ; Foucart et al. 2018 ; Martin et al. 
2018 ; Radice et al. 2018b ; Sumiyoshi et al. 2021 ). Until a few years 
ago, most merger simulations therefore either completely neglected 
neutrino interactions or implemented them in a way that neglects net 
neutrino absorption and/or the advection and equilibration of trapped 
neutrinos. The advection of trapped neutrinos can be accounted for 
without significant efforts and even without computing any neutrino 
interaction rates – basically by replacing the electron fraction with 
the total lepton fraction in optically thick regions (e.g. Goriely et al. 
2015 ; Ardevol-Pulpillo et al. 2019 ). However, the main challenge 
lies in the reliable description of the emission and absorption rates 
in the semitransparent regions surrounding the hot merger remnant 
once it is formed. In order to quantify the impact of (not) including 
any neutrino interactions after the first touch of the two stars, we 
introduced in Part I a variation of model DD2-135135 (called DD2- 
135135-noneu here), in which Y e is held constant after the point when 
the two stars plunge into each other. In this model, the abundances 
of elements with mass numbers 90 ! A ! 140 are found to be 
reduced, while the mass fractions of lanthanides and heavier elements 
are enhanced by a factor of 2–3. Moreo v er, the pole-to-equator 
composition gradient basically disappeared and high values of X LA 
! 0.1 are now found at all latitudes (see fifth row of Fig. 2 ). For 
the heating rate, the lack of low-mass elements causes a reduction 
at early times (0 . 1 d " t " 1 d), while the excess of heavy elements 
produces an increase at late times (1 d " t " 100 d) compared to the 
full neutrino model (cf. section 3.2 and fig. 8 of Part I ). 

Fig. 8 provides insight about the extent to which the kilonova 
light curve and related quantities are affected by neglecting neutrino 
interactions during (most of) the merger process. Initially, when 
the temperatures are abo v e the recombination temperatures, the 
enhancement factor of ∼2 in the lanthanide fraction translates into 
an opacity increase of ≈ 20 per cent. The weaker radioactive heating 
under more opaque conditions at t < 1 d explains why the emission 

peak is fainter by about 30 − 50$ per cent and is delayed by ∼ 10 
per cent (cf. top left panel of Fig. 8 and Table 1 ). At late times, 
when opacity effects have ceased and heavier elements dominate the 
heating rate, the situation is reversed because of the higher abundance 
of heavier elements in the ‘noneu’ model. Considering broadband 
light curves, the kilonova peak remains in the red regime of the 
near-IR band, represented here by the H -band, while its magnitude is 
reduced by about 0.3 mag. The photospheric temperatures near peak 
epoch are reduced, though only mildly. 
3.3.3 Sensitivity to Y e 
An additional sensitivity test to bracket the uncertainties in the 
treatment of weak interactions can be conducted by manually varying 
the electron fraction at the onset of the nuclear network calculations, 
Y e ( ρnet ). To this end, we set up two models that are identical to 
the fiducial model but where Y e of all trajectories is increased 
and reduced, respectively, by 0.1 (with a lower limit of 0.005 
imposed). The nucleosynthesis yields of these models have already 
been discussed in Part I , see Section 3.3 and Fig. 11 therein. 

In Fig. 9 , we compare both models with the fiducial model. 
Artificially reducing Y e by 0.1 yields results that are very similar to 
the case of completely neglecting neutrino interactions (see previous 
section and cf. Fig. 8 ), namely a delayed and fainter peak. This 
is not surprising considering that the average electron fractions of 
the corresponding models are comparable ( 〈 Y e 〉 ≈ 0.17 and 0.13, 
respectively; cf. Table 1 ). In the opposite case of increasing Y e by 
0.1, the mass fraction of lanthanides and the opacity are reduced 
roughly by factors of 4 and 2, respectively. The lower opacities result 
in a significantly shorter duration of the kilonova and a slightly more 
luminous peak. The luminosity enhancement due to the reduced 
opacity is, ho we ver, partially compensated by the weaker radioactive 
heating rates in the Y e + 0.1 model. At t = 1 d, for instance, the 
heating rate is about q/ (10 40 erg s −1 ) = 1 . 66 compared to 2.32 in the 
reference model. The reduced opacities also shift the spectral peak to 
the blue end of the near-IR domain, as can be seen by the enhanced 
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Figure 10. Schematic illustration of the characteristic weak-interaction regimes encountered in neutrino-cooled disks and their corresponding equilibrium
electron fractions in dependence of the mass accretion rate onto the central BH, ṀBH. The torus can roughly be divided into a region where only neutrino
absorption is relevant (A), where both neutrino emission and absorption are relevant (B), where only neutrino emission is relevant (C), and where all weak
interactions are inefficient (D). The cases 1 to 4 indicate different regimes of mass accretion rates onto the BH. See Sect. 2 for the definition of the corresponding
Ye -equilibria and the emission/absorption timescales, as well as Sect. 4.2.1 for a discussion of the regions A, B, C, and D.

direction through the entire computational domain. A straightfor-
ward estimate of ⌧opt can be obtained by adopting for the neutrino
energy the mean energy of released neutrinos measured far away
from the torus, given by L⌫/L⌫,N . We use the approximate formula
(e.g. Bruenn 1985)

abs(✏ ) ⇡
�0

4mec2 (3g2
A + 1)nB✏2 , (18)

for calculating all optical depths in this paper (where �0 = 1.761⇥
10�44 cm2 and gA = 1.254). The solid lines in panels (j) and (k)
of Figs. 2 and 3 depict the evolution of ✏ and ⌧opt(✏ ) computed in
this way for various models. However, the numbers resulting in this
case for ✏ and ⌧opt(✏ ) are systematically underrated, because they
disregard the fact that preferrably neutrinos of higher energy are
absorbed, owing to the ✏2 dependence of abs. Therefore, a more
appropriate energy for measuring the impact of absorption is given
by the average energy of all neutrinos captured by nucleons per unit
of time, i.e.

✏abs =

R
r<r1

ėabsdV
R
r<r1

ṅabsdV
, (19)

where ṅabs = �⌫̄e np + �⌫e nn and ėabs is the corresponding energy-
absorption rate that results after replacing ✏2 by ✏3 in the rates
�⌫e/⌫̄e , cf. Eq. (1). The resulting changes in ✏ and ⌧opt(✏ ) / ✏2

are quite significant, approximately a factor of 2 and 4, respec-
tively, during the neutrino-dominated phase. For the fiducial model,
m01M3A8, with a relatively low torus mass of 0.01 M� the optical
depth computed in this way exceeds 10 during the first ⇠ 20 ms
and drops below ⌧opt = 1 only after t ⇡ 60 ms. The sharp depen-
dence of the optical depth on the detailed neutrino energy spectrum

highlights the importance of using an energy-dependent neutrino
transport scheme for investigating optical-depth related effects in
neutrino-cooled disks.

We provide for each model in Table 2 the time-integrated
mean energies of released and absorbed neutrinos as well as the
maximum value of the optical depth10 attained by each model dur-
ing its evolution, ⌧max

opt . We find higher values of ⌧max
opt for models

that lead to more compact torus configurations, namely for larger
disk masses, smaller BH masses, higher BH spins, and lower val-
ues of the viscous ↵-parameter. An enhanced role of absorption
for faster spinning BHs has also been reported in Fernández et al.
(2015). It turns out that ⌧max

opt is not only a useful measure for the
importance of neutrino absorption in a given torus configuration,
but it also correlates, though only approximately, with the aver-
age electron fraction of the torus and, therefore, of the ejecta, as
can be seen in Fig. 11. The reason for this correlation is simple:
High optical depths tend to be found in tori with high densities and
therefore more degenerate electron distributions and correspond-
ingly low values of Y eq,em

e (see, e.g., Fig. 1).
Lastly, to enable the comparison with popular neutrino leak-

age schemes we compute another measure for the importance of

10 The reason why in Table 2 we employ a fixed neutrino energy of ✏ =
20 MeV to compute maximum optical depths instead of ✏abs from Eq. (19)
is simply to enable a straightforward comparison between all models, even
those neglecting neutrino absorption.
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(a) (b)

(c) (d)

(e) (f)

Figure 1. Properties connected to the kinetic emission equilibrium, which is established once the rate of p + e− → n + νe equals that of n + e+ → p + ν̄e. The
colour map in all panels illustrates Y

eq,em
e defined by equations (1a), (1b), and (5) and the 4-species NSE composition employed in our numerical simulations.

Panel (a): characteristic neutrino emission time-scale, τ em (white lines), electron degeneracy parameter, ηe (purple lines), and average density–temperature
evolution of a fiducial numerical model (dashed black line); (b): Ye corresponding to µν = −µe (purple lines) and to µν = 0 (red lines); (c): Y

eq,em
e computed

with weak-magnetism and recoil corrections (red lines) as well as using the simplification Qnp = me = 0 (purple lines); (d): same as panel (c) but the colour
map and lines are obtained using the coarser neutrino energy grid that is employed in numerical simulations of this study; (e): Y

eq,em
e resulting with the NSE

composition of the SFHO EOS (red lines) and for a pure neutron–proton gas (purple lines); (f): the mean energies of neutrinos, 〈ε〉, emitted from a gas with the
density, temperature, and Ye = Y

eq,em
e given at each point (where some regions less relevant to the freeze out are neglected). All Ye contours show values of

0.1, 0.2, etc. from top to bottom. Since the dynamical time-scales of outflows in neutrino-cooled discs are typically no longer than ∼ 1 s, the region left of the
τem = 100 s contour, where approximately T <∼ 1 MeV, is irrelevant to our discussion.
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Figure 1. Properties connected to the kinetic emission equilibrium, which is established once the rate of p + e− → n + νe equals that of n + e+ → p + ν̄e. The
colour map in all panels illustrates Y

eq,em
e defined by equations (1a), (1b), and (5) and the 4-species NSE composition employed in our numerical simulations.

Panel (a): characteristic neutrino emission time-scale, τ em (white lines), electron degeneracy parameter, ηe (purple lines), and average density–temperature
evolution of a fiducial numerical model (dashed black line); (b): Ye corresponding to µν = −µe (purple lines) and to µν = 0 (red lines); (c): Y

eq,em
e computed

with weak-magnetism and recoil corrections (red lines) as well as using the simplification Qnp = me = 0 (purple lines); (d): same as panel (c) but the colour
map and lines are obtained using the coarser neutrino energy grid that is employed in numerical simulations of this study; (e): Y

eq,em
e resulting with the NSE

composition of the SFHO EOS (red lines) and for a pure neutron–proton gas (purple lines); (f): the mean energies of neutrinos, 〈ε〉, emitted from a gas with the
density, temperature, and Ye = Y

eq,em
e given at each point (where some regions less relevant to the freeze out are neglected). All Ye contours show values of

0.1, 0.2, etc. from top to bottom. Since the dynamical time-scales of outflows in neutrino-cooled discs are typically no longer than ∼ 1 s, the region left of the
τem = 100 s contour, where approximately T <∼ 1 MeV, is irrelevant to our discussion.
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➡ generically	low	Ye	for	neutrino-cooled	disks	
because	of	moderate	electron	degeneracy	eta~1	

➡ freeze-out	at	relatively	low	Ye	roughly	when	weak	
timescales	tau_{em}	>	1-10	seconds

http://keynotetemplate.com


Visit	http://keynotetemplate.com	for	more	free	resources!

Neutrino	emission	equilibrium:	Yeq,em

1380 O. Just et al.
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Figure 1. Properties connected to the kinetic emission equilibrium, which is established once the rate of p + e− → n + νe equals that of n + e+ → p + ν̄e. The
colour map in all panels illustrates Y

eq,em
e defined by equations (1a), (1b), and (5) and the 4-species NSE composition employed in our numerical simulations.

Panel (a): characteristic neutrino emission time-scale, τ em (white lines), electron degeneracy parameter, ηe (purple lines), and average density–temperature
evolution of a fiducial numerical model (dashed black line); (b): Ye corresponding to µν = −µe (purple lines) and to µν = 0 (red lines); (c): Y

eq,em
e computed

with weak-magnetism and recoil corrections (red lines) as well as using the simplification Qnp = me = 0 (purple lines); (d): same as panel (c) but the colour
map and lines are obtained using the coarser neutrino energy grid that is employed in numerical simulations of this study; (e): Y

eq,em
e resulting with the NSE

composition of the SFHO EOS (red lines) and for a pure neutron–proton gas (purple lines); (f): the mean energies of neutrinos, 〈ε〉, emitted from a gas with the
density, temperature, and Ye = Y

eq,em
e given at each point (where some regions less relevant to the freeze out are neglected). All Ye contours show values of

0.1, 0.2, etc. from top to bottom. Since the dynamical time-scales of outflows in neutrino-cooled discs are typically no longer than ∼ 1 s, the region left of the
τem = 100 s contour, where approximately T <∼ 1 MeV, is irrelevant to our discussion.
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➡ small	impact	of	weak	magnetism	corrections	

➡ signi]icant	impact	when	neglecting	electron	mass	and	
n-p	mass	difference	

➡ the	2nd	assumption	is	made	in	most	conventional	
leakage	schemes	(e.g.	Ruffert+1996)
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Figure 1. Properties connected to the kinetic emission equilibrium, which is established once the rate of p + e− → n + νe equals that of n + e+ → p + ν̄e. The
colour map in all panels illustrates Y

eq,em
e defined by equations (1a), (1b), and (5) and the 4-species NSE composition employed in our numerical simulations.

Panel (a): characteristic neutrino emission time-scale, τ em (white lines), electron degeneracy parameter, ηe (purple lines), and average density–temperature
evolution of a fiducial numerical model (dashed black line); (b): Ye corresponding to µν = −µe (purple lines) and to µν = 0 (red lines); (c): Y

eq,em
e computed

with weak-magnetism and recoil corrections (red lines) as well as using the simplification Qnp = me = 0 (purple lines); (d): same as panel (c) but the colour
map and lines are obtained using the coarser neutrino energy grid that is employed in numerical simulations of this study; (e): Y

eq,em
e resulting with the NSE

composition of the SFHO EOS (red lines) and for a pure neutron–proton gas (purple lines); (f): the mean energies of neutrinos, 〈ε〉, emitted from a gas with the
density, temperature, and Ye = Y

eq,em
e given at each point (where some regions less relevant to the freeze out are neglected). All Ye contours show values of

0.1, 0.2, etc. from top to bottom. Since the dynamical time-scales of outflows in neutrino-cooled discs are typically no longer than ∼ 1 s, the region left of the
τem = 100 s contour, where approximately T <∼ 1 MeV, is irrelevant to our discussion.

MNRAS 509, 1377–1412 (2022)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/1/1377/6384847 by guest on 15 N
ovem

ber 2021

http://keynotetemplate.com


Visit	http://keynotetemplate.com	for	more	free	resources!

Equilibrium	values	in	BH	disk	out:lows

➡ neutrino	absorption	increases	equilibrium	Ye	by	~0.05-0.1	in	the	disk	

➡ during	expansion,	Ye	increases	due	to	emission	and	absorption	

➡ relative	impact	of	absorption	increases	with	disk	mass

1396 O. Just et al.

Figure 13. Averages of various quantities across the outflow trajectories at given temperatures for models m001M3A8, m01M3A8, and m1M3A8 (top row) as
well as models m01M3A8-vis2 m01M3A8-mhd (bottom row). The top panels of each column depict averages of Ye (black lines) as well as its different limiting
cases (see Section 2 for the definitions). The bottom panels provide averages of the characteristic time-scales of emission, τ̄em, absorption, τ̄abs, and expansion,
τ̄exp ≡ r̄/v̄. On average, the effect of neutrino emission (absorption) starts to freeze out once τ̄em (τ̄abs) becomes longer than τ̄exp. Averages are only computed
for a given temperature if in terms of mass more than 50 per cent of the ejecta reach that temperature, hence Ȳe does not start at the initial value of Y 0

e = 0.5.

and at slightly lower temperatures, Ȳe then finally levels off to remain
constant.

While the qualitative behaviour of Ȳe is similar for both types of
models, with and without absorption, quantitative differences appear
that are all the more pronounced for more massive tori. The reasons
are in agreement with the findings of Section 4.2.4: First, the starting
values of Ye right before ejection are higher to begin with for more
massive tori, namely about Ȳ eq

e − Ȳ eq,em
e ∼ 0.05–0.1. Secondly, as

can be deduced from the plotted time-scales of emission and ab-
sorption, neutrino absorptions provide an additional boost in raising
Ȳe also after Ȳe starts to decouple from Ȳ eq

e . In model m1M3A8,
the absorption rates even dominate emission rates during this phase,
indicating that a significant fraction of the ejecta have experienced
conditions as in region A of Fig. 4 during their expansion. The third
and last reason for elevated Ye values in models with absorption is
that Y eq,em

e itself is already higher as a result of finite diffusion time-
scales out of the torus and therefore less efficient neutrino cooling
compared to the no-absorption case.

The top row of Fig. 14 shows the ejecta mass distribution in
Ye, measured at r = 104 km, as well as the abundance patterns of
nucleosynthesis yields produced in the ejecta for the three models
with increasing torus mass. In agreement with many existing results
for viscous models of neutrino-cooled discs (e.g. Just et al. 2015a;
Wu et al. 2017; Fujibayashi et al. 2020a), most models show a peak
close to Ye ∼ 0.2–0.3, whereas the left boundary of the Ye distribution
is systematically shifted to lower values for models without neutrino
absorption, more so for higher torus masses. Since the production
of lanthanides (and heavier elements) is typically activated for Ye

near 0.25 (e.g. Kasen et al. 2015), the nucleosynthesis pattern of
the heavier elements (with mass numbers A >∼ 130) is accordingly
quite sensitive to any modeling variation that induces changes in
the vicinity of Ye = 0.2–0.3. It is therefore not surprising to observe
a modest (substantial) boost in heavy element and, in particular,
lanthanide production when ignoring neutrino absorption for a torus
mass of 0.01 M$ (0.1 M$). Remarkably, in both cases a nearly
perfect solar-like abundance pattern (shown as circles in Fig. 14)
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Nucleosynthesis	yields

➡ optimal	conditions	for	r-process	for	disk	mass	of	~	0.01	Msun	

➡ at	lower	disk	mass	->	high	Ye^{eq,	em}	

➡ at	higher	disk	mass	->	strong	impact	of	absorption
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Figure 13. Left column: Histograms for the mass distribution versus electron fraction Ye as measured at radii of 104 km in the hydrodynamic simulations.
Right column: Corresponding abundance distributions of nuclei synthesized in the ejecta as function of mass number, A. The colors refer to the same models
that are plotted on the left. Mass fractions corresponding to the models are normalized to sum up to unity, while the solar abundance pattern (depicted by open
circles) is normalized to the A = 130 mass fraction of model m01m3A8. In all panels the thick (thin) lines are used for models including (neglecting) neutrino
absorption. The black lines always refer to the same, fiducial model, m01M3A8(-no⌫). From top to bottom (only) the following ingredients are varied with
respect to those of the fiducial model: Initial torus mass, black hole mass, black hole spin, viscous ↵ parameter, neutrino interaction physics (Qnp and me

corrections (green lines) and weak magnetism correction (red lines)), treatment of turbulent viscosity (lt=const. viscosity (green lines), and MHD (red lines)).

MNRAS 000, 000–000 (0000)

http://keynotetemplate.com


Visit	http://keynotetemplate.com	for	more	free	resources!

Impact	of	fast	:lavor	conversions	in	BH	disks
OJ,	Abbar,	Wu,	Tamborra,	Janka,	Capozzi	‘22
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Impact	on	the	disk
10

FIG. 2. Global properties as functions of time for models m1, m1mix1, m1mix1f, m1mix2, and m1mix3 that adopt di↵erent
treatments of flavor mixing. The panels show: (a) mass accretion rate into the BH, ṀBH (solid), and mass flux through
the sphere at a radius of r = 104 km, (b) torus mass and ejecta mass, (c) neutrino emission e�ciency (cf. Eq. (28)), (d)-(f)

mass-averaged density, temperature (computed as hT 5i1/5⇢ to account for the T 5 dependence of the neutrino emission rates),
and electron degeneracy, (g) number flux summed over all six neutrino species measured at r = 500 km in the laboratory
frame, (h) ratio of ⌫e to ⌫̄e number fluxes, (i) ratio of ⌫x (single species) to ⌫̄e number fluxes, (j) characteristic timescales of
emission and absorption computed as in Eq. (16) and (23) of Ref. [37], (k) average abundance of ⌫e plus ⌫̄e neutrinos relative
to nucleons, (l) average abundance of the four heavy-lepton neutrinos relative to nucleons, (m)-(o) mean energies of ⌫e, ⌫̄e, and
⌫x/⌫̄x neutrinos, respectively, computed as L⌫/LN,⌫ at r = 500 km in the laboratory frame.

8

the conservation of the total number of neutrinos, i.e.

X

⌫

n⌫,q =
X

⌫̃

n0

⌫,q . (17)

• Case “mix1”: lepton number per family con-
served. This case assumes that both

nfam

⌫e,q = n⌫e,q � n⌫̄e,q (18)

and

nfam

⌫x,q = n⌫x,q � n⌫̄x,q (19)

are conserved. Among the three cases of flavor mix-
ing considered here, this is the case most compati-
ble with Standard Model physics, but also the most
restrictive one concerning the possible degree of fla-
vor redistribution. The remaining condition needed
to fix the mixing coe�cients, c⌫⌫̃ , is that number
equipartition shall be achieved among the species
with subdominant number densities, i.e.

min{n⌫e,q, n⌫̄e,q} = min{n⌫x,q, n⌫̄x,q}

= neq,q , (20)

which defines the quantity neq,q. The mixing equa-
tions result as follows:

n⌫e,q = neq,q +max{nfam

⌫e,q, 0} , (21a)

n⌫̄e,q = neq,q � min{nfam

⌫e,q, 0} , (21b)

n⌫x,q = neq,q +max{nfam

⌫x,q, 0} , (21c)

n⌫̄x,q = neq,q � min{nfam

⌫x,q, 0} (21d)

with

neq,q =
1

3
min{n0

⌫e,q, n
0

⌫̄e,q} +
2

3
min{n0

⌫x,q, n
0

⌫̄x,q} .

(22)

• Case “mix2”: total lepton number con-
served. This case relaxes the conditions of nfam

⌫e,q-

and nfam

⌫x,q-conservation underlying Eqs. (21a) and
assumes that neutrinos can mix across di↵erent
neutrino families while still conserving the total lep-
ton number:

ntot

q = n⌫e,q � n⌫̄e,q + 2 (n⌫x,q � n⌫̄x,q) . (23)

The resulting mixing equations are

n⌫,q =
1

3

�
n0

⌫e,q + 2n0

⌫x,q

�
, (24a)

n⌫̄,q =
1

3

�
n0

⌫̄e,q + 2n0

⌫̄x,q

�
(24b)

for ⌫ 2 {⌫e, ⌫x} and ⌫̄ 2 {⌫̄e, ⌫̄x}. This approach
to mimic the e↵ect of flavor mixing, which was as-
sumed in Refs. [83, 96], leads to a potentially higher

degree of equipartition compared to case “mix1”.
Note that this scenario violates family lepton num-
ber conservation and is therefore inconsistent with
the Standard Model of particle physics.

• Case “mix3”: total equipartition. Finally, the
case with the largest degree of flavor redistribution
is the one of complete equipartition among all six
neutrino species, i.e.

n⌫ =
1

6

�
n0

⌫e,q + n0

⌫̄e,q + 2n0

⌫x,q + 2n0

⌫̄x,q

�
(25)

for ⌫ 2 {⌫e, ⌫̄e, ⌫x, ⌫̄x}. Here, neutrinos not only
can mix across families but also with their anti-
particles. Such a case is exotic but could possibly
be realized for Majorana neutrinos in the presence
of strong magnetic fields and in beyond-Standard-
Model scenarios for the neutrino magnetic mo-
ments [124–126]. We include this scenario in order
to explore the maximal impact of flavor mixing on
the disk and its composition.

We remark that (see also Footnote 1) the above case
“mix2”, and only this case, breaks the symmetry be-
tween heavy-lepton neutrinos and their antiparticles. As
a consequence, all neutrino properties, such as luminosi-
ties and mean energies, may di↵er between ⌫x and ⌫̄x in
the model using “mix2”, whereas they are identical in all
other models.
Since our neutrino transport scheme evolves the 1st-

moment vector, with components F i
⌫,q (where i =

r, ✓,�)2, independently from the 0th moments, we also
need appropriate mixing relations for the 1st moments.
The simplest and most straightforward treatment, which
is adopted in the majority of our simulations, consists of
using the same mixing coe�cients, c⌫⌫̃ , as used for the
0th moments (cf. Eq. (16)) and to compute the flavor-
mixed flux densities of any of the four evolved species, ⌫,
as

F i
⌫,q =

X

⌫̃

c⌫⌫̃F
i,0
⌫̃,q (26)

as functions of the unmixed flux densities F i,0
⌫̃,q. This

case is equivalent to assuming that flavor mixing takes
place independently of angle in momentum space. We
also consider two models with a “mix1” treatment of the
0th moments but a slightly di↵erent, non-linear mixing
of the 1st moments, which assumes that the flux factor
at any given energy remains unchanged, i.e.

F i
⌫,q =

F i,0
⌫,q

n0
⌫,q

n⌫,q . (27)

2
We note that the fluxes in azimuthal (�) direction vanish as a

result of the approximation that the �-velocities entering the

neutrino-transport equations are neglected in our simulations

(see, e.g., Refs. [19, 37] for more details).

:lavor	equipartition,	e.g.	like:

10

FIG. 2. Global properties as functions of time for models m1, m1mix1, m1mix1f, m1mix2, and m1mix3 that adopt di↵erent
treatments of flavor mixing. The panels show: (a) mass accretion rate into the BH, ṀBH (solid), and mass flux through
the sphere at a radius of r = 104 km, (b) torus mass and ejecta mass, (c) neutrino emission e�ciency (cf. Eq. (28)), (d)-(f)

mass-averaged density, temperature (computed as hT 5i1/5⇢ to account for the T 5 dependence of the neutrino emission rates),
and electron degeneracy, (g) number flux summed over all six neutrino species measured at r = 500 km in the laboratory
frame, (h) ratio of ⌫e to ⌫̄e number fluxes, (i) ratio of ⌫x (single species) to ⌫̄e number fluxes, (j) characteristic timescales of
emission and absorption computed as in Eq. (16) and (23) of Ref. [37], (k) average abundance of ⌫e plus ⌫̄e neutrinos relative
to nucleons, (l) average abundance of the four heavy-lepton neutrinos relative to nucleons, (m)-(o) mean energies of ⌫e, ⌫̄e, and
⌫x/⌫̄x neutrinos, respectively, computed as L⌫/LN,⌫ at r = 500 km in the laboratory frame.

✓ two	main	effects	due	to	the	effective	
creation	of	mu/tau	neutrinos:	

➡ enhanced	neutrino	cooling	rates	
lead	to	high	electron	degeneracy	
and	lower	value	of	Ye^{eq,	em}	

➡ reduced	abundances	of	electron-
type	neutrinos	reduce	impact	of	
absorption	and	lead	to	additional	
reduction	of	Ye^{eq}	

✓ overall	only	moderate	impact,	
because	the	two	electron	neutrinos	
already	have	relatively	similar	
abundances	

✓ see	talks	by	Meng	Ru	Wu	for	impact	
on	nucleosynthesis,	and	Xinyu	Li	for	
a	similar,	independent	study
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BH	disk	in	the	core	of	a	collapsar
OJ,	Obergaulinger,	Aloy,	Nagataki,	to	be	submitted
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Collapsars	as	r-process	sites?

✓ different	possibly	channels:	
➡ neutron-rich	magneto-rotationally	launched	jet	from	a	

highly	magnetized	porto-neutron	star	
➡ ejecta	from	BH	disk	formed	after	collapse	of	porto-

neutron	star	
✓ the	second	scenario	has	been	investigated,	e.g.,	by	Pruet	
’03,	Surman	’05,	Nagataki	’06	who	found	Ni-rich	ejecta	for	
typical	mass	accretion	rates	(no	self-consistent	hydro)	

✓ Siegel	’19	found	very	neutron-rich	ejecta	using	self-
consistent	3D	GRMHD	models	but	neglecting	the	stellar	
progenitor	

✓ our	model:	2D	viscosity	+	M1	neutrino	transport	including	
the	stellar	progenitor	(16TI	by	Woosley	2006)	and	
neglecting	the	proto-NS	

What	happens	when	using	self-consistent	progenitor	
models?	Does	a	neutron-rich,	neutrino-cooled	disk	form?	
How	long	until	it	becomes	advective	(Ye=0.5)?
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Comparison	with	simulation	including	the	proto-NS
Viscous collapsar disks 3

Fig. 1.— Left Panel: Global properties of the simulated models as functions of time namely, from top to bottom, the maximum density on the computational
grid, the radius rin of the inner boundary representing the central BH (which for simplicity we assume is formed already at core bounce), the mass accretion
rate through the inner boundary, as well as the mass, MBH, and spin parameter, ABH, of the central BH. Throughout this letter, the time coordinate is measured
relative to the initialization of the stellar progenitor model (16TI from Woosley & Heger 2006). Vertical dashed, dotted, and dot-dashed lines mark the time
of core bounce, the time when rin is moved to a radius well below the ISCO, and the time of disk formation, respectively. Right Panel: Comparison between
our simplified model (black lines), which ignores the evolution of the central proto-NS and assumes BH-formation right at the time of bounce, and the model
16TI (orange lines; Obergaulinger & Aloy 2022), which self-consistently follows the evolution of the central proto-NS. From top to bottom, the density, electron
fraction, entropy per baryon, mass flux, and specific angular momentum around the rotation axis are depicted. The analysis in Obergaulinger & Aloy (2022)
predicts BH formation for this model soon after the depicted comparison time of t = 6.2 s.

1999; Narayan et al. 2001; Kohri et al. 2005). As is character-
istic for NDAFs, the electron degeneracy (Fig. 2 (e)) close to
the BH is moderately high, ⌘e >⇠ 1, resulting in a low value of
Ye ⇡ Yeq

e <⇠ 0.2.

3.2. Evolution of viscous models
The subsequent evolution depends sensitively on the treat-

ment of angular-momentum transport. We first consider the
viscous models. As soon as the system enters a state of nearly
Keplerian, di↵erential rotation, viscous e↵ects become impor-
tant. In the initial NDAF state, neutrino cooling is e�cient
enough to approximately balance thermal heating. A neces-
sary condition for this balance to hold is that the neutrino-
cooling timescales remain shorter than or equal to the vis-
cous heating timescales. Due to the steep temperature de-
pendence of the former (roughly / T�6), this requirement es-
sentially translates into a condition on the disk temperature.
Once the temperature drops below some critical value close to
T ⇠ 1 MeV (roughly corresponding to emission timescales of
O(10 s)), viscous heating starts to dominate neutrino cooling,
which triggers viscous expansion and leads to a further reduc-

tion of the temperature and the neutrino emission e�ciency
(Fig. 2 (b)), causing the disk to undergo a transition into a ra-
diatively ine�cient disk, a so-called advection-dominated ac-
cretion flow (ADAF). In the fiducial model with ↵ = 0.03 this
happens about a few 100 ms after disk formation, whereas the
low-viscosity model exhibits this transition at about t ⇡ 30 s.
In the high-viscosity model (↵ = 0.09) the viscosity is so
strong that the disk basically never enters the NDAF phase
but evolves as an ADAF right away.

The ADAF state as formed in our models exhibits charac-
teristic di↵erences to the NDAF state, in agreement with what
is known from previous models of neutrino-cooled disks (e.g.
Metzger et al. 2008; Fernández & Metzger 2013; Just et al.
2015a; Fujibayashi et al. 2020): Once an ADAF, the viscously
disintegrating disk is characterized by markedly lower densi-
ties and temperatures as well as non-degenerate electrons and
(at least partially) recombined nuclei. These properties are
crucial to the prospects for r-process nucleosynthesis, because
they imply an equilibrium value, Yeq

e , close to 0.5 (Arcones
et al. 2010; Just et al. 2021). In addition, due to ine�cient
cooling the ADAF state is subject to significantly stronger

✓ neglecting	the	proto-NS	does	not	
signi]icantly	alter	the	evolution
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Fig. 1.— Left Panel: Global properties of the simulated models as functions of time namely, from top to bottom, the maximum density on the computational
grid, the radius rin of the inner boundary representing the central BH (which for simplicity we assume is formed already at core bounce), the mass accretion
rate through the inner boundary, as well as the mass, MBH, and spin parameter, ABH, of the central BH. Throughout this letter, the time coordinate is measured
relative to the initialization of the stellar progenitor model (16TI from Woosley & Heger 2006). Vertical dashed, dotted, and dot-dashed lines mark the time
of core bounce, the time when rin is moved to a radius well below the ISCO, and the time of disk formation, respectively. Right Panel: Comparison between
our simplified model (black lines), which ignores the evolution of the central proto-NS and assumes BH-formation right at the time of bounce, and the model
16TI (orange lines; Obergaulinger & Aloy 2022), which self-consistently follows the evolution of the central proto-NS. From top to bottom, the density, electron
fraction, entropy per baryon, mass flux, and specific angular momentum around the rotation axis are depicted. The analysis in Obergaulinger & Aloy (2022)
predicts BH formation for this model soon after the depicted comparison time of t = 6.2 s.

1999; Narayan et al. 2001; Kohri et al. 2005). As is character-
istic for NDAFs, the electron degeneracy (Fig. 2 (e)) close to
the BH is moderately high, ⌘e >⇠ 1, resulting in a low value of
Ye ⇡ Yeq

e <⇠ 0.2.

3.2. Evolution of viscous models
The subsequent evolution depends sensitively on the treat-

ment of angular-momentum transport. We first consider the
viscous models. As soon as the system enters a state of nearly
Keplerian, di↵erential rotation, viscous e↵ects become impor-
tant. In the initial NDAF state, neutrino cooling is e�cient
enough to approximately balance thermal heating. A neces-
sary condition for this balance to hold is that the neutrino-
cooling timescales remain shorter than or equal to the vis-
cous heating timescales. Due to the steep temperature de-
pendence of the former (roughly / T�6), this requirement es-
sentially translates into a condition on the disk temperature.
Once the temperature drops below some critical value close to
T ⇠ 1 MeV (roughly corresponding to emission timescales of
O(10 s)), viscous heating starts to dominate neutrino cooling,
which triggers viscous expansion and leads to a further reduc-

tion of the temperature and the neutrino emission e�ciency
(Fig. 2 (b)), causing the disk to undergo a transition into a ra-
diatively ine�cient disk, a so-called advection-dominated ac-
cretion flow (ADAF). In the fiducial model with ↵ = 0.03 this
happens about a few 100 ms after disk formation, whereas the
low-viscosity model exhibits this transition at about t ⇡ 30 s.
In the high-viscosity model (↵ = 0.09) the viscosity is so
strong that the disk basically never enters the NDAF phase
but evolves as an ADAF right away.

The ADAF state as formed in our models exhibits charac-
teristic di↵erences to the NDAF state, in agreement with what
is known from previous models of neutrino-cooled disks (e.g.
Metzger et al. 2008; Fernández & Metzger 2013; Just et al.
2015a; Fujibayashi et al. 2020): Once an ADAF, the viscously
disintegrating disk is characterized by markedly lower densi-
ties and temperatures as well as non-degenerate electrons and
(at least partially) recombined nuclei. These properties are
crucial to the prospects for r-process nucleosynthesis, because
they imply an equilibrium value, Yeq

e , close to 0.5 (Arcones
et al. 2010; Just et al. 2021). In addition, due to ine�cient
cooling the ADAF state is subject to significantly stronger

core	bounce
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Fig. 3.— Color maps showing, for the viscous model a03, the distributions of density, ⇢, radial velocity, vr , electron fraction Ye, and entropy per baryon, s/kB,
at several characteristic times, namely: (a) shortly before disk formation (t = 12.5 s); (b) shortly after disk formation right before the transition from NDAF to
ADAF, when Ye is still low in the innermost region (13.5 s); (c) for the same time as (b) but showing the expanding shock; (d) right after the transition to ADAF,
when Ye has increased to ⇡ 0.5; (e) shortly after the shock breaks out of the stellar surface; (f) during transition to the homologous expansion phase. Black arrows
indicate the velocity field, while their length is capped above velocities of 3 ⇥ 109 cm s�1.

gion, namely right between the main body of the disk and the
mass inflow around the polar regions, we observe a geomet-
rically thin outflow propagating with conical shape at a polar
angle of ✓ ⇠ 10 � 40� (Fig. 4 (c)). The electron fraction of
this (likely neutrino-driven) wind is close to Ye = 0.5 con-
sistent with expectations (see, e.g., Surman & McLaughlin
2005; Miller et al. 2019a; Just et al. 2021, for discussions of
neutrino irradiation in winds from hyperaccreting disks). Fur-
ther support for a neutrino-driven mechanism comes from the
fact that the time-integrated amount of net neutrino-heating
energy (taking into account only regions where neutrino heat-
ing dominates neutrino cooling) is significantly higher than in
the viscous models and high enough to explain the observed
explosion energy (Fig. 2 (h)).

4. DISCUSSION
Our results suggest that collapsar disks are not as gener-

ically neutron rich as disks formed by NS mergers, even
though they operate at comparable mass-accretion rates,
10�3 <

⇠ ṀBH/(M� s�1) <⇠ 1. One di↵erence to merger disks
that appears to be crucial is that, despite high mass-accretion
rates, the mass of the inner disk remains relatively small (cf.
Fig. 2 (a) for an estimate) in all viscous cases. In contrast to
a merger disk, which is already born as a massive, compact

NDAF, a collapsar disk is initially formed with a relatively
small mass that needs to grow in order to activate the NDAF
mode (to reach su�ciently high temperatures). Our models
indicate that viscous e↵ects act against the growth of the inner
disk and thereby prevent collapsar disks from reaching sus-
tained NDAF conditions. Remarkably, our time-dependent,
multi-dimensional models predict ADAF conditions even in
a regime of ṀBH = 10�2 . . . 10�1 M� s�1 where previous sta-
tionary, one-dimensional models predict an NDAF to operate
(e.g. Kohri et al. 2005; Chen & Beloborodov 2007).

Our study contains two important shortcomings (apart from
the approximate treatment of gravity): First, the ↵-viscosity
model employed here captures MRI-related e↵ects only ap-
proximately. In an MHD model, the transition from NDAF
to ADAF may take place later, and neutron-rich outflows
launched during the NDAF phase might be more e�cient,
both leaving more leeway to enable r-process viable outflows.
Second, we ignore any impact of the jet that is likely to be
formed by the Blandford-Znajek process (Blandford & Zna-
jek 1977). A jet could possibly carry low-Ye material from the
inner disk during the NDAF phase, or it may change the dy-
namics in a way to prolong the NDAF-to-ADAF transition. A

✓ neutrino-cooled,	neutron-rich		
disk	(NDAF)	formed	at	t~13	s	

✓ however,	viscosity	leads	to	
disintegration	and	reduces	disk	
temperature	

✓ neutrino	emission	rates	
insuf]icient	for	sustained	NDAF	

✓ transition	to	advective	disk	
(ADAF)	after	short	time	(t~14s)	

✓ minimum	out]low	Ye>~	0.4	
✓ CAVEATS:	
➡ no	GR	
➡ no	MHD	
➡ no	jet	included

viscous	model
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✓ consistent	hydro+nucleosynthesis+kilonova	study	suggests	that	(typical)	
dynamical	ejecta	unlikely	to	explain	KN	of	GW170817	

✓ new	kilonova	scheme	based	on	M1	for	fast	KN	computation,	needs	only	the	
nucleosynthesis	trajectories	as	input	

✓ detailed	investigation	of	Ye	equilibria	in	neutrino-cooled	BH	disks	
✓ disk	mass	close	to	0.01	Msun	optimal	for	proli]ic	r-process	
✓ fast	pairwise	neutrino	conversions	mildly	reduce	Ye	in	BH	disks	
✓ viscous	models	of	collapsar	disks	may	not	be	generically	neutron-rich

Summary

Thank	you	for	your	attention!
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