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Motivation

• All visible matter is 
made up of atoms
• The mass of these 

atoms are largely 
from the nucleus
• The nucleus is made 

up of protons and 
neutrons
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Motivation

• In turn, these protons 
and neutrons are made 
of quarks and gluons
• We want to study the 

structure of the nuclear 
matter

(Image: CERN)
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What’s the problem?

Quarks and gluons are not directly measurable because of color 
confinement!

Have to be inferred from experimental data

4barry@anl.gov



How to handle this

• We make use of QCD, which allows us to 
study the structure of hadrons in terms 
of partons (quarks, antiquarks, and 
gluons)
• Use factorization theorems to separate 

hard partonic physics out of soft, non-
perturbative objects to quantify structure
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Factorization Theorems

• Deep Inelastic 
Scattering (DIS) ℳ ! 
at Leading Order 
shown to the right
• At large 𝑄! = −𝑞!, can 

decouple the soft part 
from the hard part
• At short distances, 

virtual photon picks 
out individual parton
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Soft Part, 𝑆

Hard Part, 𝐻

𝑊!" ∝ 𝑆	 ⊗ 𝐻
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Strong coupling constant

• Because of large enough energy scales, we can safely compute 
hard coefficients perturbatively in 𝛼"
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Game plan

What to do:
• Define a structure of hadrons in terms of quantum field theories
• Identify physical observables that can be theoretically factorized 

with controllable approximations, or factorizable lattice QCD 
observables
• Perform global QCD analysis as structures are universal and are 

the same in all processes
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Complicated Inverse Problem

• Factorization theorems involve convolutions of hard perturbatively 
calculable physics and non-perturbative objects

• Parametrize the non-perturbative objects and perform global 
analysis
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Collinear structure – parton distribution 
function (PDF)
• Describes the collinear 

momentum distributions 
of quarks and gluons
• Partons have momentum 

along the direction of the 
hadron

𝑝

𝑥𝑝

barry@anl.gov 10



Collinear structure – parton distribution 
function (PDF)
• Evolution in the 

renormalization scale 
according to DGLAP:

• In practice, we 
implement the 
evolution in Mellin 
space

𝑝

𝑥𝑝
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• Describes the collinear 
momentum and 
transverse momentum 
that partons carry

𝑝

𝑥𝑝

𝑘!

Transverse momentum dependent structure
(TMD PDF)
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How to access from current experiments?
Semi-inclusive deep 
inelastic scattering (SIDIS) Drell-Yan (DY)
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Drell-Yan Observable

• Where does the 𝑞!  come from?
• Intrinsic transverse momenta of quarks!
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This framework is 
optimized for small 𝑞!



How to practically build the cross section

• Practically, the TMD is more convenient to work in the Fourier-
conjugate space
• Evolution equations in 𝜇 and 𝜁 become much simpler

• To connect with measurements, typical choices: 𝜇 = 𝑄, 𝜁 = 𝑄"
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Operator product expansion (OPE)

• At small 𝑏!, the TMD PDF can be described in terms of its OPE:

where *𝐶 are the Wilson coefficients, and 𝑓#/𝒩  is the collinear PDF
• Here, sum over all flavors of quarks and gluons with nonzero 

contributions in *𝐶 for off-diagonal components at 𝒪 𝛼&
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Operator product expansion (OPE)

• *𝐶 contains terms proportional to log '!("
)#

 and log *
'$

, where 
𝐶+ = 2𝑒,%
• To eliminate logarithms, choose initial scale 𝜇- = 𝐶+/𝑏!  and 𝜁- =
𝐶+"/𝑏!"

• For each 𝑏!, there is a new initial scale 𝜇-
• Evolve 𝜇- → 𝜇 and 𝜁- → 𝜁 for each 𝑏!
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• When 𝑏!  gets too large, the scale 𝜇- becomes too small to 
evaluate the TMD perturbatively
• Have to regulate the large 𝑏# behavior

• A common approach is the 𝑏∗-prescription

• At small 𝑏!, 𝑏∗ 𝑏! = 𝑏!
• At large 𝑏! , 𝑏∗ 𝑏! = 𝑏/01

𝑏∗ prescription – a large 𝑏(  regulator
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Must choose an appropriate value; 
a transition from perturbative to 
non-perturbative physics
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Evolution equations for the TMD PDF
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Rapidity scale

Collins-Soper 
(CS) kernel

Has its own renormalization group equation

Anomalous dimension 
of CS kernel

Anomalous dimension 
of TMDPDF

Renormalization scale



Introduction of non-perturbative functions
• Because 𝑏∗ ≠ 𝑏!, have to non-perturbatively describe large 𝑏!  

behavior

Completely general – 
independent of quark, 

hadron, PDF or FF

Non-perturbative function 
dependent in principle on 

flavor, hadron, etc.
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Putting all the pieces together

• A single TMD PDF
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Perturbatively calculable 
evolution, can be saved 
in storage.

If we use 𝜁-prescription, 
the integral over 𝜇! is 
trivial

&𝐶 are perturbatively calculable

Explicit dependence on 
collinear PDF

In practice, integral is done with 
a Mellin inversion

Nonperturbative objects that are 
parametrized



TMD factorization in Drell-Yan 
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Non-perturbative 
pieces

Perturbative 
pieces

Non-perturbative piece of the CS kernel
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TMD factorization in Drell-Yan

• We combine the two 𝑏!-space TMD PDFs into 7𝑊

• Notice that 7𝑊 is independent of 𝑞!

• Simplify according to Hankel transform
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Fixed target DY data example – E288 400 GeV

• 𝐸 !!"
!#!

= !""
$!%!&#

"

• We must integrate over the range in 
𝑄$

• Only fit 𝑞' < 0.2	𝑄
• In this dataset, we are given a 

rapidity value 𝑦 = 0.03
• Evaluate the differential cross 

section at central points in 𝑞'  bin
• Uncertainties are relatively large
• 25% normalization uncertainty
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Strategy – E288 400 GeV

• For each bin of 𝑄, we evaluate at 5 𝑄 interval points
• For each of those 𝑄 points, we compute 7𝑊 as a function of 𝑏!  

along 100 points from 1023 to 11	GeV2+

• Build a 1d interpolated version of 7𝑊 over 𝑏!
• Perform 𝑏!  integration for the 𝑞!  values from the dataset
• Perform 𝑄 integration
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Parallelization details

• Two parallelized tasks:
1. Computation of "𝑊 for all kinematic points - all (𝑏#, 𝑄, 𝑠, 𝑦) needed for 

interpolation
2. Performing the integral over 𝑏# for all the 𝑞# points

• Upon initialization – run over all kinematics and create an empty 
storages for each kinematic point
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Parallelization details (task 1)

barry@anl.gov 27

Master

𝑏"# , 𝑄#, 𝑠#, 𝑦#, -𝑊# = 0
(𝑏"$ , 𝑄$, 𝑠$, 𝑦$, -𝑊$ = 0)
𝑏"% , 𝑄%, 𝑠%, 𝑦%, -𝑊% = 0

…
(𝑏"&, 𝑄&, 𝑠&, 𝑦&, -𝑊& = 0)

worker 1 worker 2
worker 3

worker N

storage=np.zeros(n)

…



Parallelization details (task 1)
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Master

𝑏"# , 𝑄#, 𝑠#, 𝑦#, -𝑊# = 0
(𝑏"$ , 𝑄$, 𝑠$, 𝑦$, -𝑊$ = 0)
𝑏"% , 𝑄%, 𝑠%, 𝑦%, -𝑊% = 0

…
(𝑏"&, 𝑄&, 𝑠&, 𝑦&, -𝑊& = 0)

worker 1 worker 2
worker 3

worker N

𝑏!" ,
𝑄" ,

𝑠" , 𝑦
" , &𝑊

" = 0

𝑏 !
# , 𝑄

# , 𝑠
# , 𝑦

# ,
&𝑊
# =
0 𝑏
! $, 𝑄 $, 𝑠 $, 𝑦 $, &𝑊

$
=
0

storage=np.zeros(n)

…

𝑏
!
%
, 𝑄 %, 𝑠 %, 𝑦 %, &𝑊 %

= 0



Parallelization details (task 1)
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Master

𝑏"# , 𝑄#, 𝑠#, 𝑦#, -𝑊# = 0
(𝑏"$ , 𝑄$, 𝑠$, 𝑦$, -𝑊$ = 0)
𝑏"% , 𝑄%, 𝑠%, 𝑦%, -𝑊% = 0

…
(𝑏"&, 𝑄&, 𝑠&, 𝑦&, -𝑊& = 0)

worker 1 worker 2
worker 3

worker N

storage=np.zeros(n)

…

computing -𝑊#
computing -𝑊$ computing -𝑊%

computing -𝑊'



Parallelization details (task 1)
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Master

𝑏"# , 𝑄#, 𝑠#, 𝑦#, -𝑊# = ##
(𝑏"$ , 𝑄$, 𝑠$, 𝑦$, -𝑊$ = #$)
𝑏"% , 𝑄%, 𝑠%, 𝑦%, -𝑊% = #%

…
(𝑏"&, 𝑄&, 𝑠&, 𝑦&, -𝑊& = #&)

worker 1 worker 2
worker 3

worker N

𝑏 !" ,
𝑄
" , 𝑠

" , 𝑦
" , &𝑊

" =
#"

𝑏 !
# , 𝑄

# , 𝑠
# , 𝑦

# ,
&𝑊
# =
#
#

𝑏
! $, 𝑄 $, 𝑠 $, 𝑦 $, &𝑊

$
=
# $

storage=np.array(#s)

…

𝑏
!
%, 𝑄 %, 𝑠 %, 𝑦 %, &𝑊 %

= # %



Parallelization details (task 1)
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Master

𝑏"# , 𝑄#, 𝑠#, 𝑦#, -𝑊# = ##
(𝑏"$ , 𝑄$, 𝑠$, 𝑦$, -𝑊$ = #$)
𝑏"% , 𝑄%, 𝑠%, 𝑦%, -𝑊% = #%

…
(𝑏"&, 𝑄&, 𝑠&, 𝑦&, -𝑊& = #&)

worker 1 worker 2
worker 3

worker N

sto
rag

e=n
p.a

rra
y(#

s)

st
or
ag
e=
np
.a
rr
ay
(#
s) storage=np.array(#s)

storage=np.array(#s)

…

storage=np.array(#s)



Parallelization details (task 2)
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Master

𝑞"# , 𝑄#, 𝑠#, 𝑦#,𝑊# = 0
(𝑞"$ , 𝑄$, 𝑠$, 𝑦$,𝑊$ = 0)
𝑞"% , 𝑄%, 𝑠%, 𝑦%,𝑊% = 0

…
(𝑞"(, 𝑄(, 𝑠(, 𝑦(,𝑊( = 0)

worker 1 worker 2
worker 3

worker N

𝑞!" ,
𝑄" ,

𝑠" , 𝑦
" ,𝑊

" = 0

(𝑞 !
# , 𝑄

# , 𝑠
# , 𝑦

# ,𝑊
# =
0) 𝑞
! $, 𝑄 $, 𝑠 $, 𝑦 $,𝑊

$
=
0

storage=np.zeros(m)

…

(𝑞
!
%
, 𝑄 %, 𝑠 %, 𝑦 %,𝑊 %

= 0)



Parallelization details (task 2)
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Master

worker 1 worker 2
worker 3

worker N

storage=np.zeros(m)

…

computing 𝑊#

with storage info computing 𝑊$ with 
storage info

computing 𝑊% 
with storage info

computing 𝑊'  
with storage info

𝑞"# , 𝑄#, 𝑠#, 𝑦#,𝑊# = 0
(𝑞"$ , 𝑄$, 𝑠$, 𝑦$,𝑊$ = 0)
𝑞"% , 𝑄%, 𝑠%, 𝑦%,𝑊% = 0

…
(𝑞"(, 𝑄(, 𝑠(, 𝑦(,𝑊( = 0)



Parallelization details (task 2)
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Master

worker 1 worker 2
worker 3

worker N

𝑞 !" ,
𝑄
" , 𝑠

" , 𝑦
" ,𝑊

" = #
"

𝑞 !
" , 𝑄

" , 𝑠
" , 𝑦

" ,𝑊
" =
#
#

𝑞
! ", 𝑄 ", 𝑠 ", 𝑦 ",𝑊

"
=
# $

storage=np.array(#s)

…

𝑞
!
", 𝑄 ", 𝑠 ", 𝑦 ",𝑊 "

= # %

𝑞"# , 𝑄#, 𝑠#, 𝑦#,𝑊# = ##
(𝑞"$ , 𝑄$, 𝑠$, 𝑦$,𝑊$ = #$)
𝑞"% , 𝑄%, 𝑠%, 𝑦%,𝑊% = #%

…
(𝑞"(, 𝑄(, 𝑠(, 𝑦(,𝑊( = #()



Computation of differential cross sections on 
master node
• Takes information from storage from the workers
• Interpolates over 𝑄 for each bin
• Integrates over 𝑄
• Sends value to the residuals
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Fixed target performance

• These computations are relatively quick and efficient
• 8 workers on 16 cpu allocation
• 224 data points
• 91.2 seconds (CSS prescription)
• 13.1 seconds (𝜁-prescription)
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Collider data - LHC

• These data are much more 
precise than the fixed-target 
counterparts
• Spectrum is peaked around 

the 𝑍-boson, which is a 
narrow peak near 𝑄 = 91 GeV
• Optimized TMD region goes to 

larger 𝑞!  - more oscillatory 
integrand
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Collider data - LHC

• Reported data are more integrated quantities

• Instead of a given 𝑦 value, we have to integrate over the range 
provided
• Bins in 𝑞!  are wider, so performing a bin averaging becomes 

necessary
• Here, we introduce the fiducial volume 𝒫 – this is computable 

when we know the grid points to use – no parameter dependence
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Strategy to compute 𝑏(  integral efficiently

• Bessel function is highly 
oscillatory
• Subdivide integrations over 
𝑏!  at the nodes of the 
Bessel function
• Compute integrations for 

each region and sum



Implementation

• Pass through the bTnodes in argument

Implement a truncation if the next 
integral is relatively small



Truncation

• Stop computing integrations after certain point
• Assume rest of integral = 0



Strategy – collider data

• Parallelization is same task force as the fixed target regime

• We set a predefined grid of (𝑄, 𝑦) to compute 4&5
46$474#"

$, and 
interpolate over the 2d grid to compute the 𝑄 and 𝑦 integrals using 
a fixed Gaussian quadrature for a given 𝑞!
• Hard code the 𝑞!  integrations with fixed Gaussian quadrature 

points
• To speed up – test the accuracy of fewer grid points against the 

uncertainty on the data
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Reducing number of grid points

• As a baseline, we use 50 points in 𝑦
• We can see that 10 𝑦 points has an order of magnitude less  % difference 

than the uncertainty on the data 
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Performance of the collider regime

• Example on the ATLAS 8 TeV dataset (most precise): 0 < 𝑦 < 0.4
• 8 workers on 16 cpu allocation
• 8 data points
• (CSS): ~180 seconds → ~50 seconds: 50 𝑦 points → 5 𝑦 points
• (𝜁): ~140 seconds → ~15 seconds: 50 𝑦 points → 5 𝑦 points
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Varying number of workers

• Example for low energy datasets – not really sure how to interpret
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Preliminary results

• Open both collinear and TMD parameters
• Fit to all TMD data and DIS and DY data – more conservative cuts
• No bootstrap yet on the data – only fits to central values
• We need more results to make any conclusions, but we are 

making progress
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Summary

• Computational time is right now a bottleneck in our simultaneous 
extractions of TMDs and PDFs
• Precision of the theoretical calculation must match or be better 

than the uncertainties of the data
• More replicas are needed to draw meaningful conclusion from 

preliminary results
• We need to more rigorously explore the perturbative accuracies 

and the way we implement the TMDs
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Backup
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Drell-Yan kinematics

• 𝑄" is the invariant mass of the virtual photon

• 𝑦 is the rapidity, 𝑦 = +
"
log #

'

#(
 is a measure of how 

forward/backward the 𝑞H𝑞 annihilation occurred relative to the 
beam line
• 𝑞!  is the transverse momentum of the virtual photon, which is 

inherited by the 𝜇2𝜇8

• 𝑠 is the incoming center of mass energy squared of the hadrons
• 𝑥+ = 𝑄/ 𝑠𝑒7, 𝑥" = 𝑄/ 𝑠𝑒27  are the partonic momentum 

fractions relative to the parent hadrons
• 𝒫 is a fiducial volume – more on this later
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Deriving nonperturbative functions

• Start with the 𝜁-scale evolution – either for 𝑏!  or 𝑏∗

• Take the ratio
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Deriving nonperturbative functions

• Since the evolution of 7𝐾 with respect to 𝜇 is 𝑏!-independent, the 
𝜇-dependence of the difference cancels out, and we can write for 
general 𝜇
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Deriving nonperturbative functions
• We may also define the ratio of the TMDs themselves as being 

nonperturbative

• And we can write our full 𝑏!-space TMD in terms of the 𝑏∗ TMD and 
the nonperturbative functions 
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Ways to evolve the TMD

• We can evolve from 𝜇9 , 𝜁9  up to 
(𝜇: , 𝜁:) in multiple ways
• (CSS): Separately evolve up in 𝜇 

and 𝜁
• (𝜻-prescription): Evaluate the 

TMD PDF at the scales (𝜇: , 𝜁'), 
which is along the null-evolution 
line
• +𝑓5 𝑥, 𝑏#; 𝜇6, 𝜁6 = +𝑓5 𝑥, 𝑏#; 𝜇7, 𝜁8
• Then evolve simply 𝜁8 → 𝜁7
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MAP parametrization

• The MAP collaboration (JHEP 10 (2022) 127) used the following 
form for the non-perturbative function

• 11 free parameters for each hadron (flavor dependence not 
necessary) (12 if we include the nuclear TMD parameter)barry@anl.gov 58
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Zeta in JAM

• Parametrize 𝑢, 𝑑, H𝑢, �̅� and sea quarks (𝑠 = �̅� = 𝑐 = ̅𝑐 = 𝑏 = H𝑏)
• Evaluates OPE at 𝑏!  (not 𝑏∗)
• Scale for PDFs in OPE is          and non-trivial 

logs appear
• Non-perturbative piece of the 𝜁-evolution
• Fit 𝑐-, 𝑐+, 𝐵;< 



Bayesian Inference

• Minimize the 𝜒" for each replica

• Perform 𝑁 total 𝜒" minimizations and compute statistical 
quantities
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Expectation value

Variance

Normalization 
parameter



Fiducial volume

• To make systematic uncertainties more uniform within the bins, 
experiments make fiducial cuts on the phase space of the 
detected leptons
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Hard part

• Electroweak charges
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Mapping out 𝑄, 𝑦  space

• Shapes are more intricate than in fixed target case
• For 𝑄 interpolation, we take out the 𝑍-boson peak, as it appears 

the same in all calculations

barry@anl.gov 63



barry@anl.gov 64



barry@anl.gov 65



barry@anl.gov 66



barry@anl.gov 67


