Real-space computation of dynamic hyperpolarizabilities
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A real-space method is developed to calculate molecular hyperpolarizabilities in the time-dependent density functional theory. The method is based on the response function formalism which was developed by Senatore and Subbaswamy for the third harmonic generation of rare-gas atoms [Phys. Rev. A 35, 2440 (1987)]. The response equations are discretized in real space employing a uniform grid representation in the three-dimensional Cartesian coordinate, and are solved with iterative methods such as conjugate-gradient and conjugate-residual methods. The method works efficiently for both small and large molecules, and for any nonlinear optical processes up to third order. The spatial convergence of the calculation can be examined with two intuitive parameters, the grid spacing and the spatial box size. Applications of our method are presented for rare-gas atoms and molecules, N₂, H₂O, C₂H₄, C₆H₆, and C₆₀. Our results agree well with other calculations employing basis functions except for a slight deviation in a large molecule, C₆₀. © 2001 American Institute of Physics. [DOI: 10.1063/1.1411996]

I. INTRODUCTION

In recent years, molecules with large hyperpolarizabilities, especially organic and polymeric ones, have been attracting considerable interest for their possible usefulness as nonlinear optical materials. In theoretical side, ab initio as well as empirical methods have been extensively employed, but more efficient methods are needed for a quantitative theory in large molecules. These methods should take account of electronic correlations, frequency dispersion, and an appropriate choice of the basis functions.

To include electronic correlation effects in the excitation of molecules and condensed matter, the time-dependent density functional theory (TD-DFT) gives a simple description with reasonable accuracy. The TD-DFT is an extension of the static density functional theory (DFT) to describe electronic dynamics under a time-dependent external field. Electronic correlations are usually treated by a simple procedure using the adiabatic local density approximation (ALDA). The theory has been applied to excited states of molecules, linear optical responses, and collision phenomena.

The first application of the TD-DFT to nonlinear response was made by Senatore and Subbaswamy who calculated hyperpolarizability of rare gas atoms. The nonlinear susceptibility of bulk semiconductors was calculated next. Recently, van Gisbergen et al. have extensively investigated the dynamic hyperpolarizabilities of molecules. Their results show that the TD-DFT is a promising tool to investigate nonlinear optical properties of molecules.

The representation of the electron wave functions or the choice of basis orbitals is an important aspect in the calculations of molecular hyperpolarizabilities. When using basis functions, it is well known that many more diffuse functions are required to obtain converged results for the hyperpolarizability than for the ground state. An alternative to basis functions is a grid representation in the three-dimensional Cartesian coordinate. In the local density approximation (LDA), the real-space representation is especially convenient because the Hamiltonian is almost diagonal in the real-space representation. Another attractive feature of the grid representation is that the numerical convergence can be easily checked. The convergence is controlled by two intuitively transparent parameters, the mesh spacing and the volume of the computational grid. The grid representation has already been applied to calculation of the static hyperpolarizability in Ref. 24.

The grid representation has been utilized in calculating the linear response calculation of molecules (see Ref. 25 for a frequency-domain treatment and Ref. 9 for a real-time implementation). The real-time method is useful to efficiently describe optical response of whole spectral region. However, the real-time method may not be the best technique outside the applications to linear response and response to very large fields. In the present work, we employ the frequency-domain response function formalism. Combined with the modified Sternheimer method, the molecular hyperpolarizabilities can be efficiently calculated in the grid representation. The method was briefly explained in Ref. 27. A similar method has been utilized for the nonlinear susceptibilities in solids.

The paper is organized as follows. In Sec. II, we present general response function formalism capable of describing any kinds of nonlinear optical processes up to third order by extending the response formalism of Ref. 15. In Sec. III,
II. TIME-DEPENDENT DENSITY FUNCTIONAL THEORY FOR NONLINEAR RESPONSE FUNCTIONS

A. Definition of hyperpolarizabilities

We first define the hyperpolarizabilities of interest.\(^\text{28}\) The dipole moment \(\mathbf{p}(t)\) induced by an external electric field \(\mathbf{E}(t)\) of moderate intensity is expressed in a power series as

\[
\mathbf{p}(t) = p^{(0)}(t) + p^{(1)}(t) + p^{(2)}(t) + p^{(3)}(t) + \ldots,
\]

where \(p^{(1)}(t)\) is linearly dependent, \(p^{(2)}(t)\) is quadratically dependent on the external field, and so on. When the external field is a superposition of monochromatic waves

\[
\mathbf{E}(t) = \frac{1}{2} \sum_{\omega_j > 0} \{ \mathbf{E}_{\omega_j} e^{-i\omega_j t} + \mathbf{E}_{-\omega_j} e^{i\omega_j t} \},
\]

\(p^{(n)}(t)\) can be expressed in a similar form

\[
p^{(n)}(t) = \frac{1}{2} \sum_{\omega_j > 0} \{ p^{(n)}_{\omega_j} e^{-i\omega_j t} + p^{(n)}_{-\omega_j} e^{i\omega_j t} \},
\]

where the Cartesian \(\mu\)-component of \(p^{(n)}_{\omega_j}\) is given by

\[
(p^{(n)}_{\omega_j})_{\mu} = \frac{1}{n!} \sum_{a_1, \ldots, a_n \{ a_1, \ldots, a_n \} \sum_{ \omega_1, \ldots, \omega_n } K(-\omega_{\sigma}; \omega_1, \ldots, \omega_n) \times \chi^{(n)}_{\mu a_1 \ldots a_n}(-\omega_{\sigma}; \omega_1, \ldots, \omega_n) \times (E_{\omega_j})_{a_1} \cdots (E_{\omega_j})_{a_n},
\]

\(\chi^{(n)}_{\mu a_1 \ldots a_n}(-\omega_{\sigma}; \omega_1, \ldots, \omega_n)\) is the so-called \(n\)-th order nonlinear polarization tensor or \((n-1)\)-th order hyperpolarizability tensor. The sum \(\sum_{\omega_1, \ldots, \omega_n}\) is taken over all distinct sets of \(\{ \omega_1, \ldots, \omega_n \}\) whose sum is equal to \(\omega_{\sigma}\). \(K(-\omega_{\sigma}; \omega_1, \ldots, \omega_n)\) is a numerical factor defined as

\[
K(-\omega_{\sigma}; \omega_1, \ldots, \omega_n) = 2^{1+m-n}p,
\]

where \(p\) is the number of distinct permutations of \(\{ \omega_1, \ldots, \omega_n \}\), \(n\) is the order of nonlinearity, and \(m\) is the number of frequencies which are equal to zero. \(l = 1\) if \(\omega_{\sigma} \neq 0\), otherwise \(l = 0\).

 Usually, nonlinear optical processes up to third order are of interest. The first-, second-, and third-order polarizabilities are expressed by the special symbols, \(\alpha(-\omega_1; \omega_1)\), \(\beta(-\omega_{\sigma}; \omega_1, \omega_2)\), \(\gamma(-\omega_{\sigma}; \omega_1, \omega_2, \omega_3)\), respectively. Some processes have their own names which originate from the relevant physical phenomena. For the second-order processes, \(\beta(0; \omega_{\sigma}; -\omega)\) and \(\beta(-2\omega_{\sigma}; \omega, -\omega)\) correspond to the optical rectification (OR) and the second-harmonic generation (SHG), respectively. For the third-order processes, \(\gamma(-\omega_{\sigma}; 0, 0, \omega)\) corresponds to the electro-optic Kerr effect (EOKE), \(\gamma(-\omega_{\sigma}; \omega_{\sigma}, -\omega, \omega)\) corresponds to the intensity-dependent refractive index (IDRI) or degenerate four-wave mixing, \(\gamma(-2\omega_{\sigma}; 0, \omega, \omega)\) corresponds to the electric field-induced second-harmonic generation (EFISH), and \(\gamma(-3\omega_{\sigma}; \omega, \omega, \omega)\) corresponds to the third-harmonic generation (THG).

B. Response function formalism

In this section, the response function formalism based on the TD-DFT\(^\text{15}\) is presented for general nonlinear responses up to third order.

The time evolution of a system under the external field Eq. (2) is described by the time-dependent Kohn–Sham equation,

\[
i\hbar \frac{\partial}{\partial t} \psi_i(\mathbf{r}, t) = [\hat{h} + V(\mathbf{r}, t)] \psi_i(\mathbf{r}, t),
\]

\[
h[\rho](\mathbf{r}, t) = -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ion}}(\mathbf{r})
\]

\[
+ \epsilon^2 \int d\mathbf{r}' \frac{\rho(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} + V_{xc}[\rho](\mathbf{r}, t),
\]

\[
\rho(\mathbf{r}, t) = \sum_{\sigma \in \text{occ.}} |\psi_i(\mathbf{r}, t)|^2.
\]

In the dipole approximation, the external perturbation \(V\text{ext}(\mathbf{r}, t)\) can be written as

\[
V_{\text{ext}}(\mathbf{r}, t) = \frac{1}{2} \sum_{\omega_j > 0} \{ V_{\text{ext}}(\mathbf{r}) e^{-i\omega_j t} + V_{\text{ext}}(\mathbf{r}) e^{i\omega_j t} \},
\]

\[
V_{\text{ext}}(\mathbf{r}) = \sum_{a \in x,y,z} e \alpha_{a}(\mathbf{E}_{\omega_j})_{a}
\]

\[
= \sum_{a \in x,y,z} v_{\text{ext}}(\mathbf{r}) (-\omega_{\sigma}; \omega_1) (\mathbf{E}_{\omega_j})_{a}.
\]

For sufficiently small external perturbation, one may expand the single-particle density \(\rho(\mathbf{r}, t)\) and the Kohn–Sham Hamiltonian \(h[\rho]\) as

\[
\rho(\mathbf{r}, t) = \rho^{(0)}(\mathbf{r}) + \rho^{(1)}(\mathbf{r}, t) + \rho^{(2)}(\mathbf{r}, t) + \rho^{(3)}(\mathbf{r}, t) + \ldots,
\]

\[
h[\rho](\mathbf{r}, t) = h[\rho^{(0)}](\mathbf{r}) + h^{(1)}(\mathbf{r}, t) + h^{(2)}(\mathbf{r}, t)
\]

\[
+ h^{(3)}(\mathbf{r}, t) + \ldots
\]

\[
\rho^{(n)}(\mathbf{r}, t) \text{ and } h^{(n)}(\mathbf{r}, t) \text{ have similar forms as Eq. } (9)
\]
\( \rho^{(n)}(\mathbf{r}, t) = \frac{1}{2} \sum_{\omega_{\alpha} \geq 0} \left\{ \rho^{(n)}_{\omega_{\alpha}}(\mathbf{r}) e^{-i\omega_{\alpha}t} + \rho^{(n)}_{-\omega_{\alpha}}(\mathbf{r}) e^{i\omega_{\alpha}t} \right\} \), \hspace{1cm} (13)

\( h^{(n)}(\mathbf{r}, t) = \frac{1}{2} \sum_{\omega_{\alpha} \geq 0} \left\{ h^{(n)}_{\omega_{\alpha}}(\mathbf{r}) e^{-i\omega_{\alpha}t} + h^{(n)}_{-\omega_{\alpha}}(\mathbf{r}) e^{i\omega_{\alpha}t} \right\} \), \hspace{1cm} (14)

where

\[
\rho^{(n)}_{\omega_{\alpha}}(\mathbf{r}) = \frac{1}{n!} \sum_{\alpha_1, \ldots, \alpha_n} \sum_{\omega_{1}, \ldots, \omega_n} K(-\omega_{\sigma}; \omega_{1}, \ldots, \omega_n) \\
\times \rho^{(n)}_{\alpha_1 \ldots \alpha_n}(\mathbf{r}) - \omega_{\sigma}; \omega_{1}, \ldots, \omega_n) \\
\times (E_{\omega_1})_{\alpha_1} \cdots (E_{\omega_n})_{\alpha_n}.
\]

(15)

\[
h^{(n)}_{\omega_{\alpha}}(\mathbf{r}) = \frac{1}{n!} \sum_{\alpha_1, \ldots, \alpha_n} \sum_{\omega_{1}, \ldots, \omega_n} K(-\omega_{\sigma}; \omega_{1}, \ldots, \omega_n) \\
\times h^{(n)}_{\alpha_1 \ldots \alpha_n}(\mathbf{r}) - \omega_{\sigma}; \omega_{1}, \ldots, \omega_n) (E_{\omega_1})_{\alpha_1} \cdots (E_{\omega_n})_{\alpha_n}.
\]

(16)

The \((n-1)\)-th order hyperpolarizability tensor is related to the \(n\)-th order transition density \(\rho^{(n)}_{\alpha_1 \ldots \alpha_n}(\mathbf{r}) - \omega_{\sigma}; \omega_{1}, \ldots, \omega_n)\) by

\[
\chi^{(n)}_{\alpha_1 \ldots \alpha_n}(-\omega_{\sigma}; \omega_{1}, \ldots, \omega_n) \\
= -e \int d\mathbf{r}' \rho^{(n)}_{\alpha_1 \ldots \alpha_n}(\mathbf{r}') - \omega_{\sigma}; \omega_{1}, \ldots, \omega_n). \hspace{1cm} (17)
\]

Since we are interested in hyperpolarizabilities of first three orders in Eq. (17), which are linear polarizability \(\alpha(-\omega_{1}; \omega_{1})\), first and second hyperpolarizabilities, \(\beta(-\omega_{\sigma}; \omega_{1}, \omega_{2})\) and \(\gamma(-\omega_{\sigma}; \omega_{1}, \omega_{2}, \omega_{3})\), we need to calculate transition densities \(\rho^{(n)}_{\alpha_1 \ldots \alpha_n}(\mathbf{r}) - \omega_{\sigma}; \omega_{1}, \ldots, \omega_n)\) up to third order.

Putting Eqs. (9)–(16) into Eqs. (6)–(8) and applying the time-dependent perturbation theory, one can obtain the following equations for the transition densities. The first-order equation is the linear response equation,\(^8\)

\[
\rho^{(1)}_{\alpha_1}(\mathbf{r}) - \omega_{\sigma}; \omega_{\sigma}) = \int d\mathbf{r}' \chi^{(1)}_{\alpha_1}(\mathbf{r}, \mathbf{r}'; \omega_{\sigma}) \\
\times h^{(1)}_{\alpha_1}(\mathbf{r}') - \omega_{\sigma}; \omega_{\sigma}), \hspace{1cm} (18)
\]

where \(\chi^{(1)}\) is the first-order independent-particle response function which is expressed as:\(^8,15\)

\[
\chi^{(1)}_{\alpha}(\mathbf{r}, \mathbf{r}'; \omega_{\sigma}) = \sum_{\alpha} \left\{ \phi_{\alpha}(\mathbf{r}) \phi_{\alpha}(\mathbf{r}') G^{(+)}(\mathbf{r}, \mathbf{r}'; \epsilon_{\sigma} + \frac{\omega_{\sigma}}{i}) + \phi_{\alpha}(\mathbf{r}) \phi_{\alpha}(\mathbf{r}') G^{(-)}(\mathbf{r}, \mathbf{r}'; \epsilon_{\sigma} - \frac{\omega_{\sigma}}{i}) \right\}. \hspace{1cm} (20)
\]

Here \(\{\phi_{\alpha}, \epsilon_{\sigma}\}\) are the static (unperturbed) Kohn–Sham orbitals and energies, and \(G^{(\pm)}\) are the single-particle Green functions,

\[
G^{(\pm)}(\mathbf{r}, \mathbf{r}'; E) = \sum_{\alpha} \frac{\phi_{\alpha}(\mathbf{r}) \phi_{\alpha}^*(\mathbf{r}')} {E - \epsilon_{\sigma} \pm i \eta}, \hspace{1cm} (21)
\]

where \(\eta\) is a positive infinitesimal. \(f_{xc}\) is the first-order exchange-correlation kernel which will be explained following.

The second-order and the third-order equations can be written in a similar way. The second-order equations are
The third-order equations are

\[
\rho^{(3)}_{a_1 a_2 a_3} (\mathbf{r} | \omega_1, \omega_2, \omega_3) = \int d\mathbf{r}' \chi^{(1)} (\mathbf{r}, \mathbf{r}' | \omega_1, \omega_2, \omega_3) h^{(3)}_{a_1 a_2 a_3} (\mathbf{r}' | \omega_1, \omega_2, \omega_3) \\
+ \int d\mathbf{r}' d\mathbf{r}'' \chi^{(2)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'' | \omega_1, \omega_2 + \omega_3) h^{(1)}_{a_1} (\mathbf{r}') - \omega_1 | \omega_1) h^{(2)}_{a_2 a_3} (\mathbf{r}'') - \omega_2 - \omega_3 | \omega_2, \omega_3) \\
+ \int d\mathbf{r}' d\mathbf{r}'' \chi^{(2)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'' | \omega_2, \omega_3 + \omega_1) h^{(1)}_{a_2} (\mathbf{r}') - \omega_2 | \omega_3) h^{(2)}_{a_1 a_3} (\mathbf{r}'') - \omega_1 - \omega_3 | \omega_1, \omega_3) \\
+ \int d\mathbf{r}' d\mathbf{r}'' \chi^{(2)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'' | \omega_3, \omega_1 + \omega_2) h^{(1)}_{a_3} (\mathbf{r}') - \omega_3 | \omega_1) h^{(2)}_{a_1 a_2} (\mathbf{r}'') - \omega_1 - \omega_2 | \omega_1, \omega_2) \\
+ \int d\mathbf{r}' d\mathbf{r}'' d\mathbf{r}''' \chi^{(3)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'', \mathbf{r}''' | \omega_1, \omega_2, \omega_3) h^{(1)}_{a_1} (\mathbf{r}') - \omega_1 | \omega_1) h^{(1)}_{a_2} (\mathbf{r}'') - \omega_2 | \omega_2) h^{(1)}_{a_3} (\mathbf{r}''') - \omega_3 | \omega_3), \tag{24}
\]

\[
P^{(3)}_{a_1 a_2 a_3} (\mathbf{r} | \omega_1, \omega_2, \omega_3) = \int d\mathbf{r}' \left( \frac{e^2}{|\mathbf{r} - \mathbf{r}'|} + f_{a_1} (\mathbf{r}, \mathbf{r}' | \omega_1, \omega_2, \omega_3) \right) \rho^{(3)}_{a_1 a_2 a_3} (\mathbf{r}' | \omega_1, \omega_2, \omega_3) \\
+ \int d\mathbf{r}' d\mathbf{r}'' \chi^{(2)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'' | \omega_1, \omega_2 + \omega_3) \rho^{(1)}_{a_1} (\mathbf{r}') - \omega_1 | \omega_1) \rho^{(2)}_{a_2 a_3} (\mathbf{r}'') - \omega_2 - \omega_3 | \omega_2, \omega_3) \\
+ \int d\mathbf{r}' d\mathbf{r}'' \chi^{(2)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'' | \omega_2, \omega_3 + \omega_1) \rho^{(1)}_{a_2} (\mathbf{r}') - \omega_2 | \omega_3) \rho^{(2)}_{a_1 a_3} (\mathbf{r}'') - \omega_1 - \omega_3 | \omega_1, \omega_3) \\
+ \int d\mathbf{r}' d\mathbf{r}'' \chi^{(2)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'' | \omega_3, \omega_1 + \omega_2) \rho^{(1)}_{a_3} (\mathbf{r}') - \omega_3 | \omega_1) \rho^{(2)}_{a_1 a_2} (\mathbf{r}'') - \omega_1 - \omega_2 | \omega_1, \omega_2) \\
+ \int d\mathbf{r}' d\mathbf{r}'' d\mathbf{r}''' \chi^{(3)} (\mathbf{r}, \mathbf{r}', \mathbf{r}'', \mathbf{r}''' | \omega_1, \omega_2, \omega_3) \rho^{(1)}_{a_1} (\mathbf{r}') - \omega_1 | \omega_1) \rho^{(1)}_{a_2} (\mathbf{r}'') - \omega_2 | \omega_2) \rho^{(1)}_{a_3} (\mathbf{r}''') - \omega_3 | \omega_3). \tag{25}
\]

Here \(\chi^{(2)}\) and \(\chi^{(3)}\) are the second- and third-order independent-particle response functions which can be written as follows:\textsuperscript{15}

\[
\chi^{(2)} (\mathbf{r}, \mathbf{r}_1, \mathbf{r}_2; \omega_1, \omega_2) = \sum_\text{occ.} \left\{ \phi_{1} (\mathbf{r}) \phi_{1} (\mathbf{r}_2) G^{(+)} (\mathbf{r}, \mathbf{r}_1; h (\omega_1 + \omega_2) + \epsilon) G^{(+)} (\mathbf{r}_1, \mathbf{r}_2; h \omega_2 + \epsilon) + \phi_{1} (\mathbf{r}) \phi_{2} (\mathbf{r}_2) G^{(-)} (\mathbf{r}_1, \mathbf{r}_2; -h (\omega_1 + \omega_2) + \epsilon) G^{(-)} (\mathbf{r}_1, \mathbf{r}_2; -h \omega_2 + \epsilon) \right\}, \tag{26}
\]

\[
\chi^{(3)} (\mathbf{r}, \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3; \omega_1, \omega_2, \omega_3) = \sum_\text{occ.} \left\{ \phi_{1} (\mathbf{r}) \phi_{1} (\mathbf{r}_2) G^{(+)} (\mathbf{r}, \mathbf{r}_1; h (\omega_1 + \omega_2 + \omega_3) + \epsilon) G^{(+)} (\mathbf{r}_1, \mathbf{r}_2; h (\omega_2 + \omega_3) + \epsilon) G^{(+)} (\mathbf{r}_2, \mathbf{r}_3; h \omega_3 + \epsilon) + \phi_{1} (\mathbf{r}) \phi_{2} (\mathbf{r}_3) G^{(-)} (\mathbf{r}_1, \mathbf{r}_2; -h (\omega_1 + \omega_2 + \omega_3) + \epsilon) G^{(-)} (\mathbf{r}_2, \mathbf{r}_3; -h \omega_2 + \epsilon) + \phi_{1} (\mathbf{r}) \phi_{3} (\mathbf{r}_3) G^{(-)} (\mathbf{r}_1, \mathbf{r}_2; -h (\omega_1 + \omega_2 + \omega_3) + \epsilon) G^{(-)} (\mathbf{r}_2, \mathbf{r}_3; -h \omega_3 + \epsilon) \right\} + \text{all permutations of } (\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3). \tag{27}
\]
The second- and the third-order exchange-correlation kernels are $g_{xc}$ and $h_{xc}$, respectively.

In the TD-DFT, exchange and correlation effects are included in $V_{xc}(\rho)$ and its functional derivatives, $f_{xc}$, $g_{xc}$, and $h_{xc}$, which are called the exchange-correlation kernels.\textsuperscript{5} In practical calculations, one usually makes the adiabatic approximation, in which the same exchange-correlation functional is used as in the static problem. In the calculations below, we assume the adiabatic local-density approximation (ALDA). In the ALDA, the exchange-correlation kernels are given as follows:\textsuperscript{5,19}

\begin{align}
   f_{xc}(\mathbf{r}, \mathbf{r}'; \omega) &= \frac{dV_{xc}^{\text{ALDA}}}{d\rho} \left\vert_{\rho^{(0)}} \right. \delta(\mathbf{r} - \mathbf{r}'), \\
   g_{xc}(\mathbf{r}, \mathbf{r}'; \omega_1, \omega_2) &= \frac{d^2V_{xc}^{\text{ALDA}}}{d\rho^2} \left\vert_{\rho^{(0)}} \delta(\mathbf{r} - \mathbf{r}') \delta(\mathbf{r}' - \mathbf{r}''), \\
   h_{xc}(\mathbf{r}, \mathbf{r}'; \mathbf{r}''; \omega_1, \omega_2, \omega_3) &= \frac{d^3V_{xc}^{\text{ALDA}}}{d\rho^3} \left\vert_{\rho^{(0)}} \delta(\mathbf{r} - \mathbf{r}') \delta(\mathbf{r}' - \mathbf{r}'') \delta(\mathbf{r}'' - \mathbf{r}''').
\end{align}

\noindent III. REAL-SPACE COMPUTATIONAL METHOD

In this section, we present a procedure to solve response equations in real space. This procedure is an extension of the method for linear response\textsuperscript{7} and was explained briefly in Ref. 27. From now on, we will only consider the cases where the frequencies of external fields are far below the excitation energy of the first excited state, and assume that all quantities (wave functions, Green functions, etc.) are real functions.

A. Hamiltonian and ground-state calculation

First the ground state is constructed by solving the static Kohn–Sham equation,

\begin{align}
   &h[\rho^{(0)}] \phi_i(\mathbf{r}) = \epsilon_i \phi_i(\mathbf{r}), \\
   &h[\rho^{(0)}](\mathbf{r}) = -\frac{\hbar^2}{2m} \nabla^2 + \nabla V_{\text{ion}} \\
   &+ \int d\mathbf{r}' \frac{e^2}{|\mathbf{r} - \mathbf{r}'|} \rho^{(0)}(\mathbf{r}') + V_{xc}[\rho^{(0)}(\mathbf{r})], \\
   &\rho^{(0)}(\mathbf{r}) = \sum_i |\phi_i(\mathbf{r})|^2.
\end{align}

In solving the equation, the wave functions and potentials are discretized employing a uniform grid representation in the three-dimensional Cartesian coordinate. Grid points inside a sphere of a certain radius are used. The wave functions are put to zero outside the box. The kinetic energy operator is treated by a higher-order finite difference approximation.\textsuperscript{20} The electron-ion interactions are described with norm-conserving pseudopotentials\textsuperscript{29} in the separable approximation.\textsuperscript{30} Since only valence electrons are treated explicitly, polarization effects of the core electrons are ignored in the response calculation. The pseudopotentials are generated from the LDA calculation of atoms. For rare gas atoms, Ne, Ar, Kr, s- and p-electrons are treated as valence, and the ionic core radii in the pseudopotential construction are chosen as 1.37, 1.05, and 1.05 Å, respectively. Partial waves of $s$, $p$, $d$ are included in the nonlocal part of the pseudopotentials. For elements H, C, N, O, the ionic core radius is chosen as 0.8 Å, and partial waves of $s$ and $p$ are included. The Hartree potential is calculated by solving the Poisson equation where the boundary values are generated by making a multipole expansion of density.

Several kinds of exchange-correlation potential will be employed. They include the LDA, the generalized gradient approximation (GGA), and the asymptotically corrected potential (AC). The LDA potential with Perdew–Zunger (PZ) parameterization\textsuperscript{31} is used for rare-gas atoms. Vosko–Wilk–Nusair (VWN) parameterization\textsuperscript{32} is used for molecules. As a standard GGA functional, the BLYP potential is used, which is a combination of Becke’s exchange and Lee–Yang–Parr’s correlation functional.\textsuperscript{33,34} For descriptions of excited states as well as electronic responses, it has been recognized that the AC potential\textsuperscript{35,36} substantially improves the LDA results. We employ the AC potential LB94 proposed by Leeuwen and Baerends.\textsuperscript{35} These functionals are only used as exchange-correlation potential in the ground state calculations. It has been argued that the nonlinear response is not sensitive to the choice of the exchange-correlation kernels.\textsuperscript{19} To compare our results directly with the previous one in which the difference in the exchange-correlation kernels is ignored,\textsuperscript{19} we use the ALDA exchange-correlation kernels irrespective of the potential which is used in the ground-state calculation.

B. Nonlinear response calculations

From Eqs. (18), (22), and (24), we see that the response equations can be expressed generally as follows:

\begin{align}
   &\rho^{(n)}_{a_1 \ldots a_n}(\mathbf{r}) = \rho_{\sigma}(\mathbf{r}; \omega_1, \ldots, \omega_n) \\
   &= \int d\mathbf{r}' \chi^{(1)}(\mathbf{r}, \mathbf{r}'; \omega_1) \int d\mathbf{r}'' \left| \frac{e^2}{|\mathbf{r}' - \mathbf{r}''|} + f_{xc}(\mathbf{r}'', \mathbf{r}''; \omega_1) \right| \\
   &\times \rho^{(n-1)}_{a_1 \ldots a_n}(\mathbf{r}''; \omega_1, \ldots, \omega_n) + b^{(n-1)}(\mathbf{r}),
\end{align}

where $b^{(n-1)}(\mathbf{r})$ is a collection of terms involving quantities up to $(n-1)$-th order. Thus the response equation of any order has the same structure as that of the linear response, Eq. (18).\textsuperscript{5} These response equations can be solved efficiently in real space with the modified Sternheimer method.\textsuperscript{7,26}

In the grid representation, Eq. (33) is a linear algebraic equation for an unknown vector $\rho^{(n)}(i)$ ($i = 1, \ldots, M$) where $M$ is the number of grid points. This equation can be solved efficiently with an iterative procedure for a linear-algebraic equation with real nonsymmetric matrix, such as the conjugate-residual (CR) method.\textsuperscript{37} Equation (33) includes integrals involving the response function $\chi^{(1)}(\mathbf{r}, \mathbf{r}'; \omega_1)$ and the Coulomb potential. In the grid representation, the integral corresponds to a multiplication of matrices of $M \times M$ dimension to an $M$-dimensional vector. Since the number of grid points $M$ is large, typically $10^4$ to $10^5$, it is inconvenient to construct the matrix explicitly and to perform the integration.
by summing up over the grid points. We instead convert these integrals into equivalent differential equations. The integral involving the Coulomb potential is transformed into the Poisson equation. The integral involving the response function is written as,

$$\int \, d\mathbf{r}' \chi^{(-1)}(\mathbf{r}, \mathbf{r}'; \omega_\sigma) V(\mathbf{r}')$$

$$= \sum_i \{ \phi_i(\mathbf{r}) \psi_i^+(\mathbf{r}) + \phi_i(\mathbf{r}) \psi_i^-(\mathbf{r}) \}.$$

(34)

where $\psi_i^{(\pm)}(\mathbf{r})$ are defined by

$$\psi_i^{(\pm)}(\mathbf{r}) = \int \, d\mathbf{r}' G^{(\pm)}(\mathbf{r}, \mathbf{r}'; \epsilon_i \pm \hbar \omega_\sigma) V(\mathbf{r}') \phi_i(\mathbf{r}).$$

(35)

The functions $\psi_i^{(\pm)}(\mathbf{r})$ are obtained by solving the following differential equations,

$$(\epsilon_i \pm \hbar \omega_\sigma - \hbar [\rho^{(0)}]) \psi_i^{(\pm)}(\mathbf{r}) = V(\mathbf{r}) \phi_i(\mathbf{r}).$$

(36)

This procedure is known as the modified Sternheimer method.\(^\text{37,26,38}\) Since we are interested in the responses below the first excited state, the energy $\hbar \omega_\sigma$ is well below the threshold. We therefore take as a boundary condition that the wave function $\psi_i^{(\pm)}(\mathbf{r})$ vanish outside the box. An extension for the response above the threshold is discussed in Ref. 7. In the grid representation, this equation is a linear algebraic equation with sparse, symmetric coefficient matrix. It can be solved efficiently with an iterative method such as the conjugate-gradient (CG) method.\(^\text{37}\)

In practical calculations, occupied orbital components in $\psi_i^{(\pm)}(\mathbf{r})$ should be calculated separately in solving Eq. (36) to accelerate the convergence. Namely, we first solve the equation in the space orthogonal to the occupied orbitals,

$$(\epsilon_i \pm \hbar \omega_\sigma - \hbar [\rho^{(0)}]) \tilde{\psi}_i^{(\pm)}(\mathbf{r})$$

$$= V(\mathbf{r}) \phi_i(\mathbf{r}) - \sum_j \phi_j(\mathbf{r}) \langle \phi_j | V | \phi_i \rangle.$$

(37)

The occupied orbital components are then added,

$$\psi_i^{(\pm)}(\mathbf{r}) = \tilde{\psi}_i^{(\pm)}(\mathbf{r}) + \sum_j \frac{1}{\epsilon_i - \epsilon_j \pm \hbar \omega_\sigma} \phi_j(\mathbf{r}) \langle \phi_j | V | \phi_i \rangle.$$

(38)

The Sternheimer method is also used to calculate $b^{(n-1)}(\mathbf{r})$ in Eq. (33) which includes integrals involving the higher-order independent particle response functions $\chi^{(2)}$ or $\chi^{(3)}$. To obtain a convergent result (relative residual error of $10^{-10}$ level), 50 iterations are required for Eq. (37) and 10–20 iterations for Eq. (33). The convergence of iterations are found to become slower and even unstable when the optical frequency comes close to the energy of the first excited state.

Before closing this section, we briefly discuss the computational cost of our method. A detailed consideration of the computational cost of linear response calculations in the real-space method is presented in Ref. 39. We express the number of grid points by $M$ and the number of occupied orbitals by $N$. For ground-state calculation, the storage requirement scales as $O(MN)$ to store occupied orbitals $\phi_i(\mathbf{r})$. The storage requirement for the response calculation also scales as $O(MN)$ to store $\psi_i^{(\pm)}(\mathbf{r})$. As for the computational time, the orthogonalization procedure has the leading power of $O(MN^2)$ in the ground-state calculation. For small systems, however, the computational time is elapsed mostly in solving the Poisson equation and in the operation of the Hamiltonian. In the response calculation, most time is elapsed in solving the modified Sternheimer equation (37). The leading power is again $O(MN^2)$ coming from the orthogonalization to the occupied orbitals. This number of operations should be multiplied by the number of iterations in solving Eqs. (37) and (33).

IV. RESULTS AND DISCUSSION

In this section, we show calculated results of the linear polarizabilities and hyperpolarizabilities with the real-space method. Our purpose here is mainly to confirm reliability of our method to calculate the nonlinear response of molecules and to show the computational feasibility to apply to large molecules. The discussions on the reliability and the limitation of the TD-DFT to describe the nonlinear response are given in detail in Refs. 19, 40, and 41.

All the values shown below are averaged over orientation:

$$\alpha_i = \frac{1}{3} \sum_{i=x,y,z} \alpha_{ii},$$

(39)

$$\beta_i = \frac{1}{5} \sum_{i=x,y,z} (\beta_{ii} + \beta_{zz} + \beta_{zz}),$$

(40)

$$\gamma_i = \frac{1}{15} \sum_{i,j=x,y,z} (\gamma_{ij} + \gamma_{ji} + \gamma_{ji}).$$

(41)

The molecular geometries used in our calculations are listed in Table I.

### A. Rare-gas atoms (Ne, Ar, Kr)

We show here the calculated hyperpolarizabilities of rare-gas atoms. For a spherically symmetric system, the response equations may be reduced to one-dimensional (1D) equations of radial coordinate. We first performed all-electron calculations in this representation to confirm previous results by Senatore and Subbaswamy,\(^\text{15}\) and to set a comparison test for the 3D calculations. For these calculations, we used the simple LDA\(^\text{31}\) as was done in Ref. 15, as well as the GGA and LB94 potentials in the radial form. For the 3D calculations, we used the grid representation of wave functions, treating the valence $s$, $p$ electrons explicitly and core

<table>
<thead>
<tr>
<th>System</th>
<th>Symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(_2)</td>
<td>D(_{\text{sh}})</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>C(_{2v})</td>
</tr>
<tr>
<td>C(_6)H(_6)</td>
<td>D(_{3h})</td>
</tr>
<tr>
<td>C(_6)H(_6)D(_6)</td>
<td>D(_{3h})</td>
</tr>
<tr>
<td>C(_60)</td>
<td>I(_h)</td>
</tr>
</tbody>
</table>

TABLE I. Molecular geometries used in the present calculations.
electrons by the pseudopotentials. The 3D calculations are achieved with grid points inside a sphere of 8 Å radius and grid spacing of 0.25 Å. With this spatial configuration, the calculated results are found to converge within 1% accuracy. The 1D calculations with the pseudopotentials are shown as well. These results are summarized in Tables II and III. The hyperpolarizabilities of 1D all-electron calculation in the LDA coincide precisely with those in Ref. 15.

Comparing measurements and calculations, the linear polarizabilities are described within an accuracy of 10%–15% level. The calculated results do not depend much on the choice of the exchange-correlation potentials. The hyperpolarizabilities, however, depend much on the choice of the exchange-correlation potential. The simple LDA substantially overestimates the THG hyperpolarizability, and the GGA does not improve the discrepancy. The AC potential substantially improves the results, in agreement to the observation in the small molecules.

The calculated results with 1D and 3D methods agree well in general when LDA and GGA potentials are used. This confirms the accuracy of the 3D numerical method, and supports the reliability of the pseudopotentials. The agreement between the 1D and 3D calculations is, however, not very good when the LB94 potential is used. Since the pseudopotential results with 1D and 3D method agree well with each other, this problem does not originate from the computational method but from the inconsistent use of the pseudopotential. The pseudopotential was generated from atomic calculations with LDA exchange-correlation potential. To increase consistency between the construction and the usage of the pseudopotential, the same exchange-correlation potential should be used in the construction and the usage of the pseudopotential. In fact, we found that the hyperpolarizability of Ne atom is in the pseudopotential calculation if the pseudopotential is constructed with the LB94 potential, in good agreement with the all-electron calculation. In the following calculations, we show results employing single pseudopotential generated with the LDA potential to simplify the calculations.

### Table II. Polarizabilities of rare-gas atoms calculated with several exchange-correlation potentials at \( \hbar \omega = 1.175 \) (eV).

<table>
<thead>
<tr>
<th>System</th>
<th>Method</th>
<th>PZ</th>
<th>BLYP</th>
<th>LB94</th>
<th>Expt.¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne</td>
<td>1D-AE</td>
<td>3.06</td>
<td>3.19</td>
<td>2.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-PP</td>
<td>3.18</td>
<td>3.20</td>
<td>3.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D-RS</td>
<td>3.20</td>
<td>3.23</td>
<td>3.16</td>
<td>2.67</td>
</tr>
<tr>
<td>Ar</td>
<td>1D-AE</td>
<td>12.1</td>
<td>12.5</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-PP</td>
<td>11.9</td>
<td>12.1</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D-RS</td>
<td>12.2</td>
<td>12.3</td>
<td>12.5</td>
<td>11.1</td>
</tr>
<tr>
<td>Kr</td>
<td>1D-AE</td>
<td>18.2</td>
<td>18.9</td>
<td>17.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-PP</td>
<td>18.4</td>
<td>18.5</td>
<td>19.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D-RS</td>
<td>18.2</td>
<td>18.4</td>
<td>19.0</td>
<td>16.7</td>
</tr>
</tbody>
</table>

¹Experimental results from Ref. 42.

### Table III. THG hyperpolarizabilities of rare-gas atoms at \( \hbar \omega = 1.175 \) (eV).

<table>
<thead>
<tr>
<th>System</th>
<th>Method</th>
<th>PZ</th>
<th>BLYP</th>
<th>LB94</th>
<th>Expt.¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne</td>
<td>1D-AE</td>
<td>232</td>
<td>281</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-PP</td>
<td>230</td>
<td>252</td>
<td>129</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D-RS</td>
<td>242</td>
<td>270</td>
<td>152</td>
<td>79±8</td>
</tr>
<tr>
<td>Ar</td>
<td>1D-AE</td>
<td>2230</td>
<td>2750</td>
<td>1350</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-PP</td>
<td>2260</td>
<td>2690</td>
<td>1610</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D-RS</td>
<td>2270</td>
<td>2650</td>
<td>1640</td>
<td>1000±100</td>
</tr>
<tr>
<td>Kr</td>
<td>1D-AE</td>
<td>5000</td>
<td>6390</td>
<td>2980</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-PP</td>
<td>5120</td>
<td>6030</td>
<td>3780</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D-RS</td>
<td>5100</td>
<td>6020</td>
<td>3890</td>
<td>2790±270</td>
</tr>
</tbody>
</table>

¹Experimental results by Lehemeier et al. (Ref. 43).
TABLE IV. Linear polarizability and hyperpolarizabilities of N₂ molecule. The TD-DFT results for (hyper)polarizabilities calculated with the present real-space method are compared to those with the basis set method. (Refs. 19,12). The real-space calculation is done with a spherical box $R = 6$ Å radius and the spatial mesh size $H = 0.2$ Å. Coupled cluster calculation [CCSD(T)] and the measurements (Expt.) are also included. The optical frequency is set at $h\omega = 1.786$ (eV) for dynamic hyperpolarizabilities.

<table>
<thead>
<tr>
<th></th>
<th>Real-Space</th>
<th>Basis</th>
<th>CCSD(T)</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VWN</td>
<td>BLYP</td>
<td>LB94</td>
<td>VWN</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>12.2</td>
<td>12.3</td>
<td>12.2</td>
<td>12.3</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1300</td>
<td>1450</td>
<td>916</td>
<td>1300</td>
</tr>
<tr>
<td>EOEK</td>
<td>1370</td>
<td>1540</td>
<td>968</td>
<td>1400</td>
</tr>
<tr>
<td>IDRI</td>
<td>1450</td>
<td>1640</td>
<td>1020</td>
<td>1100</td>
</tr>
<tr>
<td>EFISH</td>
<td>1550</td>
<td>1750</td>
<td>1060</td>
<td>1500</td>
</tr>
<tr>
<td>THG</td>
<td>1880</td>
<td>2150</td>
<td>1250</td>
<td>1300</td>
</tr>
</tbody>
</table>

$^a$ Present method.
$^b$ Basis set TDDFT calculation by van Gisbergen et al. (Refs. 19,12).
$^c$ Sekino and Bartlett (Ref. 44).
$^d$ Buckingham et al. (Ref. 45).
$^e$ Mizrahi and Shelton (Ref. 46).
$^f$ Ward and New (Ref. 47).

B. Small and medium size molecules (N₂, H₂O, C₂H₄, C₆H₆)

We next show results for small molecules. For the dynamic hyperpolarizabilities of small molecules, systematic TD-DFT calculations have been achieved, in which atomic basis functions are employed. By comparing our real-space calculations with them, we can further ascertain the validity of our method and, at the same time, assess the convergence of the previous calculations with respect to the choice of the basis functions.

To illustrate the spatial convergence of our calculation, we show in Fig. 1 the variations of the calculated static (hyper)polarizabilities of water molecule changing the radius of the spherical box. Results employing grid points inside a sphere of 9 Å radius are regarded as converged. The relative differences (in percent) between the results of 9 Å radius and those of smaller radii are plotted. The mesh spacing is fixed at 0.2 Å which is fine enough to get converged results. Comparing the convergence of linear and nonlinear polarizabilities, the larger spatial box is required to obtain a converged result as the order of nonlinearity increases. This feature corresponds to the usual observation that diffuse basis functions are required for the calculation of hyperpolarizabilities with basis sets. Figure 2 compares convergence of dynamic hyperpolarizabilities for different optical processes. Among them, the larger radius is required for the processes associated with higher optical frequencies. The third harmonic generation, involving the frequency $3\omega$, shows slowest convergence.

Tables IV, V, VI, and VII summarize results for molecules, N₂, H₂O, C₂H₄, and C₆H₆, respectively. The TD-DFT calculations in the present real-space method are compared with those with basis functions for N₂, H₂O, and C₂H₄ molecules. The same Hamiltonian is used in both cal-

TABLE V. Linear polarizability and hyperpolarizabilities of H₂O molecule. The other features are the same as those of Table IV, except for spatial parameters of real-space calculation. The radius of spherical box is $R = 7$ Å and the spatial mesh size is $H = 0.2$ Å.

<table>
<thead>
<tr>
<th></th>
<th>Real-Space</th>
<th>Basis</th>
<th>CCSD(T)</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VWN</td>
<td>BLYP</td>
<td>LB94</td>
<td>VWN</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>10.5</td>
<td>10.8</td>
<td>9.64</td>
<td>10.5</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$-26.1 $</td>
<td>$-27.9 $</td>
<td>$-17.8 $</td>
<td>$-25.7 $</td>
</tr>
<tr>
<td>OR</td>
<td>$-28.6 $</td>
<td>$-30.9 $</td>
<td>$-17.7 $</td>
<td>$-28.1 $</td>
</tr>
<tr>
<td>SHG</td>
<td>$-35.1 $</td>
<td>$-38.8 $</td>
<td>$-20.3 $</td>
<td>$-34.4 $</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>3170</td>
<td>3780</td>
<td>1420</td>
<td>3200</td>
</tr>
<tr>
<td>EOEK</td>
<td>3580</td>
<td>4320</td>
<td>1640</td>
<td>3600</td>
</tr>
<tr>
<td>IDRI</td>
<td>4090</td>
<td>5010</td>
<td>1780</td>
<td>4000</td>
</tr>
<tr>
<td>EFISH</td>
<td>4730</td>
<td>5910</td>
<td>1940</td>
<td>4800</td>
</tr>
<tr>
<td>THG</td>
<td>8610</td>
<td>12300</td>
<td>2620</td>
<td>2700</td>
</tr>
</tbody>
</table>

$^a$ Present method.
$^b$ Basis set TDDFT calculation by van Gisbergen et al. (Refs. 19,12).
$^c$ Sekino and Bartlett (Ref. 44).
$^d$ Spackman (Ref. 48).
$^e$ Ward and Miller (Ref. 49).
calculations except for the use of the pseudopotential in the present calculation. The coupled cluster calculations by Sekino and Bartlett, as well as the experimental values are also included.

The agreement between two TD-DFT calculations is generally good, within a few percent for VWN and BLYP potentials. This confirms again the usefulness of our method to calculate hyperpolarizabilities. The results with LB94 disagree as large as 20%. This originates from the inconsistent use of the pseudopotential in the present calculation as we mentioned before in the rare-gas calculation. In the all-electron calculation of Ref. 19, the gradient correction in the LB94 utilizes electron density, which includes the core electron density. In the present pseudopotential calculation, however, the core electron density is not included.

In Table VII we show results of benzene molecule as an example of a medium size molecule. We made calculations in a spherical box with 8 Å radius and 0.25 Å grid-spacing, which are enough to get converged results within a few percent accuracy. For molecules of this size, the difference of the second hyperpolarizability among the different exchange-correlation potentials becomes gradually less significant. Although linear polarizability does not depend much on the choice of the exchange-correlation potential, hyperpolarizabilities are rather sensitive. Since the different exchange-correlation potentials are employed only in the ground-state calculations and the same ALDA kernel is used in the response equations, this strong dependence on the exchange-correlation potential originates from the quality of the ground states description. As was noticed by Ref. 19, the AC potential such as LB94 improves the results considerably. Since the TD-DFT is a convenient scheme to calculate nonlinear optical responses of large systems, further improvements of the exchange-correlation potential are very much needed.

C. C$_{60}$

Finally we present real-space calculation of C$_{60}$ molecule as an example of a large system. In Fig. 3, second hyperpolarizabilities of C$_{60}$ molecules calculated with different spatial parameters are plotted. The converged result is obtained with a spherical box size of 10 Å radius and a grid spacing of 0.3 Å.

### TABLE VI. Linear polarizability and hyperpolarizabilities of C$_{2}$H$_{4}$ molecule. The other features are the same as those of Table IV, except for spatial parameters of real-space calculation. The radius of spherical box is $R = 8$ Å and the spatial mesh size is $H = 0.25$ Å.

<table>
<thead>
<tr>
<th></th>
<th>Real-Space$^a$</th>
<th>Basis$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VWN BLYP LB94</td>
<td>VWN BLYP LB94 CCSD(T)$^c$ Expt.</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>28.3 28.7 28.6</td>
<td>28.7 29.3 27.7 27.1 28.70$^d$</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>8850 11 200 5510</td>
<td>8900 11 100 4500 6700</td>
</tr>
<tr>
<td>EOEK</td>
<td>10 200 13 100 6090</td>
<td>10 500 13 000 5000 7700</td>
</tr>
<tr>
<td>IDRI</td>
<td>11 800 15 800 6770</td>
<td>14 000 19 400 6100 10 200 9030$^e$</td>
</tr>
<tr>
<td>EFISH</td>
<td>14 000 19 200 7580</td>
<td>14 000 19 400 6100 18 200</td>
</tr>
<tr>
<td>THG</td>
<td>26 800 46 100 11 300</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Present method.

$^b$Basis set TDDFT calculation by van Gisbergen et al. (Refs. 19,12).

$^c$Sekino and Bartlett (Ref. 44).

$^d$Bose and Cole (Ref. 50).

$^e$Ward and Elliott (Ref. 51).

### TABLE VII. Linear polarizability and hyperpolarizabilities of benzene molecule. The real-space TD-DFT calculation is done with a spherical box $R = 8$ Å radius and the spatial mesh size $H = 0.25$ Å. Other static LDA result, TDHF result and experimental results are also shown.

<table>
<thead>
<tr>
<th></th>
<th>Real-Space$^a$</th>
<th>Basis$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hbar\omega$ (eV)</td>
<td>VWN BLYP LB94 LDA TDHF$^c$ Expt.</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>static</td>
<td>70.2 70.8 71.5</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>static</td>
<td>19 000 23 800 12 900</td>
</tr>
<tr>
<td>EOEK</td>
<td>1.786</td>
<td>21 800 28 000 14 400</td>
</tr>
<tr>
<td>IDRI</td>
<td>2.06</td>
<td>28 800 39 000 17 500</td>
</tr>
<tr>
<td>EFISH</td>
<td>1.786</td>
<td>30 400 41 400 18 200</td>
</tr>
<tr>
<td>EFISH</td>
<td>1.165</td>
<td>22 800 29 400 14 800</td>
</tr>
<tr>
<td>THG</td>
<td>0.656</td>
<td>21 200 27 100 14 100</td>
</tr>
</tbody>
</table>

$^a$Present method.

$^b$Quong and Pederson (Ref. 52).

$^c$Karna et al. (Ref. 53).

$^d$Boggard et al. (Ref. 54).

$^e$Ward and Elliott (Ref. 51).

$^f$Kaatz et al. (Ref. 55).

$^g$Karna et al. (Ref. 53).

$^h$Levine and Bethea (Ref. 56).

$^i$Hermann (Ref. 57).
In Table VIII, real-space TD-DFT results are compared with results of basis set TD-DFT calculation, other ab initio calculations, and experimental results. Our result for the static second hyperpolarizability in the LDA is about 35% larger than that in the basis set calculation reported in Ref. 18. In view of a good agreement between our real-space and basis function calculations for other molecules, we believe that the difference may be due to an insufficient basis set in the calculation using an atomic basis set.

As was discussed in Ref. 18, experimental results are more than one order of magnitude larger than the theoretical value. The experimental difficulty in determining the hyperpolarizability of C₆₀ was discussed in Ref. 62. An upper limit for the hyperpolarizability of C₆₀ has been reported in Ref. 62. The result, \( \gamma \approx 437,000 \) (a.u.), is consistent with the TD-DFT and the other ab initio results.

V. SUMMARY

We have developed a real-space computational method for dynamic hyperpolarizabilities in the time-dependent density functional theory. The method is based on the response function formalism developed by Senatore and Subbaswamy. The modified Sternheimer method is used to convert the integral equations into the equivalent differential equations. These equations are discretized employing a uniform grid representation in a three-dimensional Cartesian coordinate, and are solved with efficient iterative methods such as the conjugate-gradient and conjugate-residual methods.

The present method can be applied to any kind of nonlinear optical processes of molecules up to third order. One of the preferable features of the present method, in comparison with the standard methods employing basis functions, is a convenience to confirm the convergence of the calculation as to the spatial configurations which are specified by two intuitive parameters, the grid spacing and the spatial extension of grid points. In the present method, we can obtain converged results for the hyperpolarizabilities of molecules as large as C₆₀.

We made calculations of hyperpolarizabilities of rare-gas atoms, small and medium size molecules, and C₆₀ as an example of large molecules. Several exchange-correlation potentials are used including conventional LDA, gradient correction, and asymptotically corrected one (LB94). The calculated hyperpolarizabilities agree accurately with those calculated with other methods for small and medium size molecules. Slight differences are observed, however, when one uses the LB94 potential. This originate from the difference of the gradient of the density in the core region between the all-electron and the present pseudopotential calculations. For C₆₀, our converged value of the hyperpolarizability is somewhat larger than that calculated with the basis function.

![Graph](image_url)

**FIG. 3.** Convergence of the static second hyperpolarizability of C₆₀ molecule with respect to the radius \( R \) of spherical box and the grid-spacing \( H \). \( H = 0.3 \) Å is used in the left panel and \( R = 10 \) Å in the right panel.

<table>
<thead>
<tr>
<th>( h \omega ) (eV)</th>
<th>VWN</th>
<th>Real-Space</th>
<th>BLYP</th>
<th>LB94</th>
<th>Basis</th>
<th>LDA</th>
<th>LB94</th>
<th>DD-CRPA</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1 )</td>
<td>static</td>
<td>541</td>
<td>545</td>
<td>544</td>
<td>557</td>
<td>544</td>
<td>508</td>
<td>596</td>
<td></td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>static</td>
<td>124 000</td>
<td>152 000</td>
<td>94 300</td>
<td>87 400</td>
<td>65500</td>
<td>114 000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EOE</td>
<td>1.5</td>
<td>145 000</td>
<td>181 000</td>
<td>110 000</td>
<td></td>
<td>79 700</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDRI</td>
<td>1.165</td>
<td>159 000</td>
<td>197 000</td>
<td>119 000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFISH</td>
<td>0.65</td>
<td>134 000</td>
<td>166 000</td>
<td>102 000</td>
<td>72 000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THG</td>
<td>0.52</td>
<td>138 000</td>
<td>170 000</td>
<td>105 000</td>
<td>8 930 000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Present method. | *Meth et al. (Ref. 59). |
---|---|
| van Gisbergen et al. (Ref. 18). | | *Tang et al. (Ref. 60). |
| Norman et al. (Ref. 58). | | *Wang and Cheng (Ref. 61). |
method, likely because of the insufficiency of the basis functions employed.

The real-space method presented in this paper thus offers a new computational approach for the nonlinear optical response of molecules. Although the applicability is limited to the TD-DFT in which the correlation effects are included through local exchange-correlation potential, the method works efficiently both for small and large molecules and allows us to obtain results convergent with respect to spatial configurations.

As pointed out previously, the hyperpolarizabilities in the TD-DFT calculation depends much on the choice of the exchange-correlation potential in the ground-state calculation. The asymptotically corrected potential, which is known to describe rather accurately the excited-state properties of molecules, gives results closest to the measurements among the potentials. Since the present method is an efficient new method to calculate molecular hyperpolarizabilities, we hope to apply it in exploring molecules of practical interest with large nonlinearity. For that purpose, it is also necessary to pay further efforts to improve the exchange-correlation potential.41
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