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Real-time, real-space implementation of the linear response time-dependent density-functional theory
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We review our methods to calculate optical response of molecules in the linear response time-dependent density-functional theory. Three distinct formalisms which are implemented in the three-dimensional grid representation are explained in detail. They are the real-time method solving the time-dependent Kohn–Sham equation in the time domain, the modified Sternheimer method which calculates the response to an external field of fixed frequency, and the matrix eigenvalue approach. We also illustrate treatments of the scattering boundary condition, needed to accurately describe photoionization processes. Finally, we show how the real-time formalism for molecules can be used to determine the response of infinite periodic systems.

1 Introduction

The density functional theory (DFT) is now recognized as a central tool to describe materials from the first-principle. The application of the DFT is, however, limited to electronic ground state of materials. The time-dependent density-functional theory (TDDFT) is an extension of the static DFT and describe electronic dynamics under external field, such as electronic excitations, optical responses, and various collision phenomena [1, 2].

The applications of the TDDFT are divided into two classes. One is the linear response TDDFT in which physical observables are extracted from TDDFT in the perturbation theory. This class of applications includes calculations of linear optical properties and electronic excitations in molecules and solids. Often the calculations reproduce measurements with satisfactory accuracy in a simple adiabatic approximation in which the same exchange-correlation potential is used as that has been employed in the static calculation. The other set of applications is to nonlinear electronic dynamics induced by an intense external field that cannot be treated as a perturbation. This class of applications includes electronic response under intense laser field [3, 4] and collisions involving highly charged ions [5, 6].

We have developed numerical implementations of the TDDFT employing a three-dimensional (3D) uniform-grid representation. There are three distinct implementations: The most direct approach is to evolve the Kohn–Sham orbitals by solving the time-dependent Kohn–Sham (TDKS) equation in time domain [7]. This approach is necessary to describe collision phenomena, the latter class of applications
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in the above classification. The real-time evolution is also very useful to extract linear optical properties. Second is the modified Sternheimer method which calculates response to an external field of fixed frequency. Third is the eigenvalue approach. The matrix eigenvalue approach is adopted in most quantum chemistry calculations [9–16]. Here we derive the eigenvalue equation in real-space representation [17].

The outline of this article is as follows. In Section 2, we present a general framework of the linear response TDDFT in the response function formalism. In Section 3, computational methods are presented. After explaining the real-space grid representation and the real-time propagation method, three distinct implementations of the linear response TDDFT are explained. In Section 4, a treatment of the scattering boundary condition is discussed to describe photoionization processes. In Section 5, our numerical implementation is demonstrated taking photoabsorption cross section of ethylene molecule as example. In Section 6, the real-time method is extended to describe dielectric function of infinite periodic systems. Finally, the summary is presented in Section 7.

2 Linear response in time-dependent density-functional theory

The TDDFT is intended to describe the change of the electron density from that of the ground state induced by an external potential. In the linear response TDDFT, the density change is calculated in the first order perturbation theory. Physical quantities are then extracted from the time-varying part of the density. In this section, we summarize a basic framework of the linear response TDDFT employing the density–density response function.

For a weak external potential, \( V_{\text{ext}}(r,t) \), the density change is a linear functional of the external potential. We denote the electron density at time \( t \) as \( n(t,r) \) and the density in the ground state as \( n_0(r) \). The density–density response function, \( \chi(r,r',t-t') \), is introduced to relate the density change \( \delta n(r,t) = n(r,t) - n_0(r) \) with the external potential,

\[
\delta n(r,t) = \int dt' \int dr' \chi(r,r',t-t') V_{\text{ext}}(r',t'),
\]

where we assume that the system is independent of time in the absence of the external potential.

For a quantum system described by the time-independent many-body Hamiltonian \( H \), the density–density response function can be expressed as follows:

\[
\chi(r,r',t-t') = \frac{1}{i\hbar} \theta(t-t') \langle \Phi_0 | \hat{n}(r,t) \hat{n}(r',t') \rangle | \Phi_0 \rangle,
\]

where \( \theta(t) \) is the step function and \( \Phi_0 \) is the ground state wave function. For a perturbation with a fixed frequency \( \omega \), the relevant response function is the Fourier transform of Eq. (2). We write the explicit expression of the response function in terms of the eigenenergies \( E_n \) and eigenfunctions \( \Phi_n \) of the Hamiltonian \( H \), \( H \Phi_n = E_n \Phi_n \):

\[
\chi(r,r',\omega) = \int dr e^{i\omega t} \chi(r,r',t)
\]

\[
= \sum_n \frac{\langle \Phi_n | \hat{n}(r') \rangle \langle \Phi_n | \hat{n}(r) \rangle - \langle \Phi_n | \hat{n}(r) \rangle \langle \Phi_n | \hat{n}(r') \rangle}{\hbar\omega + i\eta + (E_n - E_0)} + \langle \Phi_n | \hat{n}(r') \rangle \langle \Phi_n | \hat{n}(r) \rangle \frac{1}{\hbar\omega + i\eta + (E_n - E_0)}.
\]

where the sum over \( \eta \) extends all the excited states of the system. \( \eta \) expresses a small positive number. The density–density response function in the frequency representation thus includes information on the excited states: excitation energies as poles and the transition densities as residues.

The modified Sternheimer method has also been extended to second- and third-order nonlinear optical responses [8]. This will not be discussed in this article.
Linear optical properties of finite systems are characterized by the frequency-dependent dipole polarizability. We consider a dipole field in \( \nu \)-direction with frequency \( \omega \). The potential is given by
\[
V_{\text{ext}}(t) = e \mathbf{E}(t) \cdot \mathbf{r},
\]
where \( \mathbf{r} \) is one of the Cartesian coordinates, \( x, y, z \). The polarizability \( \alpha_{\mu\nu}(\omega) \) relates the polarization in \( \mu \)-direction, \( p_\mu(t) \), with the electric field in \( \nu \)-direction, \( E_\nu(t) = E_0 e^{-i\omega t} \):
\[
p_\mu(t) = \int \mathbf{dr} (-e) r_\mu \delta n(r, t) = \alpha_{\mu\nu}(\omega) E_\nu(t).
\]
Employing the density–density response function, we have
\[
\alpha_{\mu\nu}(\omega) = -e^2 \int \mathbf{dr} \mathbf{r}_\mu \delta \chi_{\nu\nu}(r, r', \omega).
\]
We should note that the poles of the dipole polarizability correspond to the excitation energies of the system.

We next consider a density change under an external potential in the TDDFT. In the TDDFT, the density change is usually described by the TDKS equation:
\[
\hbar \frac{\partial}{\partial t} \psi(r, t) = \{ h_{\text{KS}}[n(t)] + V_{\text{ext}}(t) \} \psi(r, t),
\]
where the Kohn–Sham Hamiltonian \( h_{\text{KS}}[n(t)] \) is given by
\[
h_{\text{KS}}[n(t)] = -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ion}}(r) + \int \mathbf{dr}' \frac{e^2}{|r - r'|} n(r', t) + \mu_{\text{xc}}[n(r, t)],
\]
and the time-dependent density is expressed in terms of the Kohn–Sham orbitals as
\[
n(r, t) = \sum_i |\psi_i(r, t)|^2.
\]

The exchange-correlation potential \( \mu_{\text{xc}}[n(r, t)] \) is now a functional of the time-dependent density. This can be nonlocal in both space and time. If the exact functional is employed, we expect that the time-dependent density \( n(r, t) \) calculated by the TDKS equation coincides with that in the exact many-body quantum theory [1]. In practice, a simple adiabatic approximation, in which the static exchange-correlation potential is used in the time-dependent problems, is often employed and is known to provide reasonable description for molecules. In some cases, a gradient correction [18] is employed and is known to provide a better description for excitations close to the ionization threshold and photoionization cross sections [10].

To proceed a perturbative treatment, we first make an expansion of the Kohn–Sham Hamiltonian up to a linear order in the density change around the density in the ground state. In the adiabatic local-density approximation (ALDA), we have
\[
h_{\text{KS}}[n(r, t)] = h_{\text{KS}}[n_0(r)] + \int \mathbf{dr}' \frac{\delta h_{\text{KS}}[n]}{\delta n} \delta n(r', t),
\]
where the functional derivative of the Kohn–Sham Hamiltonian, \( \delta h_{\text{KS}}/\delta n \), has the following form,
\[
\frac{\delta h_{\text{KS}}[n]}{\delta n(r')} = \frac{e^2}{|r - r'|} + \frac{\delta \mu_{\text{xc}}[n]}{\delta n} \delta(r - r').
\]
The potential, \( (\delta h_{\text{KS}}/\delta n) \delta n(t) \), includes a dynamical screening effect induced by the change of the electron density. If we regard a sum of the external potential and the induced potential as a perturbation, one may describe the response of the system in terms the density–density response function without two-body interaction which we call the independent-particle response function and denote as \( \chi_0(r, r', t - t') \). The density change is expressed as
\[
\delta n(r, t) = \int_0^t \int \mathbf{dr}' \chi_0(r, r', t - t') \left[ V_{\text{ext}}(r', t') + \int \mathbf{dr}'' \frac{\delta h_{\text{KS}}[n]}{\delta n(r'')} \delta n(r'', t') \right].
\]
For a perturbation with a fixed frequency $\omega$, we can again separate the time variable. Expressing $\delta n(r, t)$ as $\delta n(r) e^{-i\omega t}$ and $V_{\text{ext}}(r, t)$ as $V_{\text{ext}}(r) e^{-i\omega t}$, we have

$$\delta n(r) = \int dr' \chi_0(r, r', \omega) \left\{ V_{\text{ext}}(r') + \int dr'' \frac{\delta [n(r'')]}{\delta n(r')} \delta n(r'') \right\}. \tag{12}$$

This equation should be solved for $\delta n(r)$ at each frequency $\omega$.

An explicit form of the independent-particle response function is given by

$$\chi_0(r, r', \omega) = \sum_{\text{occ.}} \sum_{\text{unocc.}} \left\{ \phi_i(r) \phi_i^*(r') + \phi_m(r) \phi_m^*(r') \right\} \left[ \epsilon_i - \epsilon_m - \hbar \omega - i\eta \right] \left[ \epsilon_i - \epsilon_m + \hbar \omega + i\eta \right]. \tag{13}$$

$\phi$ and $\phi_m$ are occupied and unoccupied Kohn–Sham orbitals with eigenenergies $\epsilon_i$ and $\epsilon_m$, respectively.

The dipole polarizability in the TDDFT can be defined in the same way as in Eq. (4). To calculate it, we first set the external potential as $V_{\text{ext}}(r) = r$. Then $\delta n(r)$ is solved at each frequency $\omega$. We obtain the polarizability by $\alpha_{\text{dip}}(\omega) = -\epsilon^2 \int dr \, r \, \delta n(r)$.

### 3 Computational methods

Calculations of the optical response with linear response TDDFT have been first achieved in early 80’s for spherical systems, atoms [19] and metallic clusters [20]. Because the independent-particle response function $\chi_0$ defined by Eq. (13) is a scalar integral kernel for spherical systems, Eq. (12) for $\delta n(r)$ is separated for each multipole component. The equation in each multipole is an integral equation of radial variable only, and can easily be solved numerically.

For systems without spherical symmetry, on the other hand, an explicit construction of the independent-particle response function (13) is numerically demanding, since it is a function of two coordinate variables $r$ and $r'$. This is especially true in the grid representation approaches such as the plane-wave basis expansion and the coordinate grid representation. For this reason, several efficient computational approaches have been developed which avoid explicit construction of the response function. In this section, we explain three approaches which are especially suited to the calculations in the 3D Cartesian grid representation. We first explain briefly the 3D Cartesian grid representation of the Kohn–Sham orbitals and then explain three implementations of the linear response TDDFT in the 3D grid representation.

#### 3.1 3D Cartesian grid representation

Among various numerical methods to solve the Kohn–Sham equation in the electronic structure calculations, the finite difference method in the 3D Cartesian coordinate is a relatively new one [21, 22]. In the method, the 3D Cartesian coordinates are uniformly discretized. Usually only valence electrons are treated and the electron-ion interaction is replaced with the norm-conserving pseudopotential [23]. Expressing discretized Cartesian coordinates as $x_i = lh, y_m = mh, z_n = nh$ where $h$ is the grid spacing and $l, m, n$ are integers, the discretized Kohn–Sham equation has the following form

$$-\frac{\hbar^2}{2m} \sum_{i'w'} C_{i'i'w'} \phi_i(x_i + hl', y_m + hm', z_n + hm') + V_{\text{loc}}(x_i, y_m, z_n) \phi_i(x_i, y_m, z_n)$$

$$+ \sum_{i'w'} V_{\text{nonloc}}(x_i, y_m, z_n, x_{i'}, y_{w'}, z_{w'}) \phi_i(x_i, y_m, z_n) = \epsilon_i \phi_i(x_i, y_m, z_n). \tag{14}$$

The local potential $V_{\text{loc}}$ includes Hartree potential, exchange-correlation potential, and a local part of the ionic potential, while the nonlocal potential $V_{\text{nonloc}}$ comes from nonlocal part of the pseudopotential for which we employ the separable approximation [24].
To decrease the number of grid points while keeping high numerical accuracy, one should employ a high-order finite difference formula for the kinetic energy operator \[21, 22\]. We usually employ the 9-point formula for each Cartesian coordinate.

The matrix dimension of the Kohn–Sham Hamiltonian is equal to the number of grid points in the 3D grid representation. Although the matrix dimension is usually very large, most of the off-diagonal elements are zero. For each row, the number of off-diagonal elements coming from the Laplacian is 25 in the 9-point formula, and that coming from the nonlocal part of the pseudopotential is typically 100–200 for each ion. In the methods explained below, an operation of the Kohn–Sham Hamiltonian on a wave function will appear frequently. This is a multiplication of a sparse matrix on a vector in the 3D grid representation.

### 3.2 Real-time evolution of the wave function

One of the methods to be explained below employs a real-time evolution of the Kohn–Sham orbitals. We briefly explain here how to solve the TDKS equation in real-time in the 3D grid representation.

Although the Kohn–Sham Hamiltonian is time-dependent, we may ignore the time dependence for a short period. Then the time evolution from \( t \) to \( t + \Delta t \) may be computed using the Hamiltonian at \( t \),

\[
\psi_i(t + \Delta t) = e^{-i\hbar \mathbf{h}_{KS}(t)} \psi_i(t) .
\]

Several efficient schemes are known to evolve the wave function for a short period. We have been using a Taylor expansion method \[7\] which was originally used in the nuclear time-dependent Hartree–Fock calculation \[25, 26\]. In this method, the time evolution operator is expanded in the Taylor series, and the series is cut at a certain degree.

\[
\psi_i(t + \Delta t) = \sum_{k=0}^{k_{\max}} \frac{1}{k!} \left( \frac{-i\hbar \mathbf{h}_{KS}(t)}{\hbar} \right)^k \psi_i(t) .
\]

The stability of the algorithm depends on \( k_{\max} \) \[27\] as well as the time step \( \Delta t \). We use the fourth order expansion, \( k_{\max} = 4 \), which is stable for \( \Delta t \) smaller than \( 2.8\hbar / \varepsilon_{\text{max}} \), where \( \varepsilon_{\text{max}} \approx 3\hbar^2 \left( \frac{\pi}{\hbar} \right)^2 / 2m \) is the maximum eigenvalue of the Hamiltonian \( \mathbf{h}_{KS} \).

The time evolution by the Taylor expansion method is not exactly unitary. However, we have found the orthonormalization of the orbitals are kept very accurate without explicit orthonormalization during the time evolution. For very long iteration, however, the breakdown of the orthonormalization becomes problematic. Such problems start to happen if one continues iteration typically \( 10^3 \) steps and more. We note that there has been proposed a method with unitarity employing a high-order Suzuki–Trotter formula in the plane wave basis \[28\]. We also note that the alternative leapfrog integration method is explicitly unitary if the Hamiltonian can be considered fixed as in Eq. (15) \[27\].

The approximation inherent in Eq. (15) may be improved by using the predictor-corrector method \[25\]. In the method, a density at a time \( t + \Delta t \) is estimated once by Eq. (16). The density at a time \( t + \Delta t / 2 \) is then approximated by \( (n(t) + n(t + \Delta t / 2))/2 \). Then the Hamiltonian \( \hbar_{KS}[n(t) + n(t + \Delta t / 2)]/2 \) is used in the time evolution instead of \( \hbar_{KS}[n(t)] \) in Eq. (16). This prescription of the predictor-corrector step makes a time evolution more accurate. For example, the energy is better conserved in the absence of the external potential with the predictor-corrector step than that without the step. However, we found that the dipole moment \( p_\mu(t) \), which is related to the polarizability by Fourier transformation, changes little by the addition of the predictor-corrector step.

### 3.3 A real-time method

The most direct way to calculate the polarizability is to solve the TDKS equation in real time. As explained in Eq. (4), the dipole polarizability \( \alpha_{\mu\nu}(\omega) \) is defined as a coefficient between the induced polarizability...
zation $p_\mu(t)$ and the applied external electric field $E(t)$ of a fixed frequency $\omega$ applied to $\nu$ direction, $E(t) = E_0 \ e^{i \omega t}$. Now let us consider an induced dipole moment $p_\mu(t)$ for an electric field of arbitrary time profile in $\nu$-direction, $V_{\text{ex}}(r, t) = E(t) \ r_\nu$, either in full many-body dynamics or in TDKS dynamics. In the linear response regime, each $\omega$ component of $p_\mu(t)$ and $E(t)$ should be related by the dipole polarizability $\alpha_{\mu \nu}(\omega)$ since there holds a principle of superposition,

$$\int dt \ e^{i \omega t} p_\mu(t) = \alpha_{\mu \nu}(\omega) \int dt \ e^{i \omega t} E(t), \quad (17)$$

This relation tells us that, for an applied electric field of any time profile, we can calculate the dipole polarizability by taking a ratio of the Fourier transforms,

$$\alpha_{\mu \nu}(\omega) = \frac{1}{E(\omega)} \int dt \ e^{i \omega t} p_\mu(t), \quad (18)$$

where $\tilde{E}(\omega)$ is the Fourier transform of the applied electric field, $\tilde{E}(\omega) = \int dt \ e^{i \omega t} E(t)$.

There are two simple and useful choices for the time profile of the electric field. One is the impulsive electric field \[7\] in which the potential is expressed as

$$V_{\text{ex}}(r, t) = I \ \delta(t) \ r_\nu, \quad (19)$$

where $I$ is the magnitude of the impulse. In the classical mechanics, all the electrons in the system get an initial velocity $v = I/m$ by this impulse. In the quantum mechanics, every orbital is multiplied with the plane wave with momentum $I$. This is understood as follows. Before the impulsive force is applied, the system is in the ground state described by the static Kohn–Sham orbitals. The orbitals before and after the impulsive force is related by the time evolution operator,

$$\psi(t_0, \ t) = \exp \left[ \frac{i}{\hbar} \int_{t_0}^{t} dt \ \left( \hat{h}_{\text{KS}}[ n_b ] + I \ \delta(t) \ r_\nu \right) \right] \psi(t_0). \quad (20)$$

For a small time interval, the Kohn–Sham Hamiltonian in the time evolution operator may be ignored. Thus the orbitals just after the impulsive force are given by

$$\psi(r, t = 0, \ t) = e^{i k r} \ \phi(r), \quad (21)$$

where $k$ is given by $k = I/\hbar$.

Starting with this initial wave function, we evolve the orbitals without any external potential. The dipole moment is calculated from the orbitals by $d_\mu(t) = \int dr_\mu \sum \ |\psi(r, t)|^2$. The Fourier transform of the impulse field is just a constant. The polarizability is calculated by

$$\alpha_{\mu \nu}(\omega) = -\frac{\epsilon \ e^2}{I} \int_0^\infty dt \ e^{i \omega t} d_\mu(t). \quad (22)$$

Since the impulsive field includes all the frequency component uniformly, we may obtain the polarizability for a whole spectral region from a single time evolution.

Another simple choice is to apply a static uniform field at $t > 0$,

$$E(t) = \begin{cases} 0 & (t < 0) \\ E_0 & (t > 0) \end{cases}, \quad (23)$$

The Fourier transform is given by $\tilde{E}(\omega) = -E_0 / i \omega$. Before $t = 0$, the system is again in the ground state described by the static Kohn–Sham orbitals. After the electric field is switched on, the polarization oscil-
lates around a static polarization \( p_\mu^0 \) which is related to the static polarizability by \( p_\mu^0 = \alpha_\mu(0)E_\omega \). The polarizability can be obtained from the induced polarization,

\[
\alpha_\mu(\omega) = -\frac{i\omega}{E_\omega} \int_0^\infty dt e^{i\omega t} p_\mu(t).
\]

(24)

A transition to bound excited state appears as a delta function in the imaginary part of the polarizability. In practice, the time evolution is carried out for a finite period \( T \). The energy resolution of the spectrum \( \Delta E \) obtained by the Fourier transform is related to the time period \( T \) by the uncertainty principle, \( \Delta E \sim \hbar/T \).

In the polarization \( p_\mu(t) \), transitions to bound excited states appear as oscillations which persist without any damping. The Fourier transform of such oscillation in finite period accompanies wiggles around the excitation energy because of the abrupt cut of the oscillation. The wiggles can be eliminated to some extent by introducing a damping function in the Fourier transformation. A simple choice for the damping function is to include a small imaginary part \( i\gamma \) in the frequency \( \omega \). This is equivalent to multiply a damping function

\[
f(t) = e^{-\gamma t},
\]

(25)
in the Fourier transform of Eq. (18). This gives the bound transitions a Lorentzian line shape, if the time evolution is achieved for sufficiently long period.

Another choice which we often employ is the following damping function which is a third order polynomial in time,

\[
f(t) = 1 - 3\left(\frac{t}{T}\right)^2 + 2\left(\frac{t}{T}\right)^3.
\]

(26)

This function has the following properties: \( f(0) = 1 \), \( f'(0) = f''(T) = f'(T) = 0 \). The conditions \( f(T) = f'(T) = 0 \) make the polarization \( p_\mu(t) \) vanish smoothly at \( t = T \). The condition \( f'(0) = 0 \) guarantees that the integral of the oscillator strength, namely the Thomas–Reiche–Kuhn sum rule, is not changed by introducing the damping function. Using Eq. (26) for the damping factor, the line width (FWHM) is found to be \( \Gamma_{\text{FWHM}} = 6.2\hbar/T \).

We note several characteristic features of the real-time method. First, we never need to calculate unoccupied Kohn–Sham orbitals. The information of the unoccupied orbitals come in through the time evolution of the Kohn–Sham orbitals. Since we only calculate time evolution of the occupied orbitals, the memory requirement in the calculation is just as twice as the static Kohn–Sham calculation. The factor 2 comes from the complex orbitals in the TDKS calculation while the orbitals are real in the static calculation. Second, we can obtain a spectrum of whole frequency region from a single time evolution. On the other hand, even when one is interested in a certain low-lying transition, we need to achieve time evolution for a long period. Third, the computational algorithm is quite simple. As noted in the previous subsection, the time evolution can be achieved by applying the Kohn–Sham Hamiltonian several times to the orbitals. Therefore, no additional coding is necessary except for the the operation of the Kohn–Sham Hamiltonian to a certain wave function.

### 3.4 Modified Sternheimer method

We next consider a response to an external potential of fixed frequency. This was considered in Section 2, and Eq. (12) should be solved for \( \delta n(r) \). However, the explicit construction of \( \chi_\mu(r, r', \omega) \) is not easy in the 3D grid representation. There is a method called the modified Sternheimer method [29–33] in which the explicit construction of the response function may be avoided [8, 34]. It is also not necessary to calculate unoccupied orbitals, as in the real-time method. We here outline the method.
We first express the TDKS orbital $\psi_i$ as a sum of the static Kohn–Sham orbital $\phi_i$ and the small deviation $\delta \psi_i$,

$$
\psi_i(r, t) = (\phi_i(r) + \delta \psi_i(r, t)) e^{-i \varepsilon_i t / \hbar}.
$$

Substituting this expansion into the TDKS equation, we obtain the equation for $\delta \psi_i$, which is first order in the external potential,

$$
\hbar \frac{\partial}{\partial t} \delta \psi_i(r, t) = (h_i(r) - \varepsilon_i) + \left[ \int \! dr' \frac{\delta h_{\text{xc}}[n(r)]}{\delta n(r')} \delta n(r', t) + V_{\text{ext}}(r, t) \right] \phi_i(r).
$$

Here we express the static Kohn–Sham Hamiltonian as $h_i(r)$. The density change $\delta n(r, t)$ is expressed as

$$
\delta n(r, t) = \sum_{\text{occ}} \phi_i^*(r) \delta \psi_i(r, t) + \phi_i(r) \delta \psi^*_i(r, t).
$$

We consider an external potential with a fixed frequency $\omega$, $V_{\text{ext}}(r, t) = V_{\text{ext}}(r) e^{-i \omega t} + V_{\text{ext}}^*(r) e^{i \omega t}$. Then we can separate time variable by putting $\delta \psi_i$ as

$$
\delta \psi_i(r, t) = \delta \psi_i^{(+)}(r) e^{-i \omega t} + \delta \psi_i^{(-)}(r) e^{i \omega t}.
$$

The equations for $\delta \psi_i^{(+)}(r)$ and $\delta \psi_i^{(-)}(r)$ are given by

$$
\hbar \omega \delta \psi_i^{(+)}(r) = (h_i(r) - \varepsilon_i) \delta \psi_i^{(+)}(r) + \phi_i(r) \left[ \int \! dr' \frac{\delta h_{\text{xc}}[n(r)]}{\delta n(r')} \delta n(r', t) + V_{\text{ext}}(r) \phi_i(r) \right],
$$

$$
-\hbar \omega \delta \psi_i^{(-)}(r) = (h_i(r) - \varepsilon_i) \delta \psi_i^{(-)}(r) + \phi_i(r) \left[ \int \! dr' \frac{\delta h_{\text{xc}}[n(r)]}{\delta n(r')} \delta n(r', t) + V_{\text{ext}}(r) \phi_i(r) \right],
$$

where $\delta n(r)$ is related to $\delta n(r, t)$ by

$$
\delta n(r, t) = \delta n(r) e^{-i \omega t} + \delta n^*(r) e^{i \omega t}.
$$

We call $\delta n$ as a transition density associated with the frequency $\omega$. It is expressed in terms of the wave functions,

$$
\delta n = \sum_i \phi_i^* \delta \psi_i^{(+)}(r) + \phi_i \delta \psi_i^{(-)*}(r).
$$

Equations (31) and (32) are linear equations for $\delta \psi_i^{(\pm)}(r)$. This fact is more clearly seen by rewriting them in the following matrix form,

$$
\begin{bmatrix}
\hbar \omega & 0 \\
0 & -\hbar \omega \\
\end{bmatrix}
\begin{bmatrix}
I & 0 \\
0 & -I \\
\end{bmatrix}
\begin{bmatrix}
A & B \\
B^* & A^* \\
\end{bmatrix}
\begin{bmatrix}
\delta \psi_i^{(+)}, \\
\delta \psi_i^{(-)*} \\
\end{bmatrix}
= V_{\text{ext}}
\begin{bmatrix}
\phi_i \\
\phi_i^* \\
\end{bmatrix}.
$$

The dimension of the matrix is twice of the number of occupied orbitals, and the integral over coordinate is assumed. $I$ is a unit operator, diagonal matrix in the orbital indices and the delta function in the coordinate, $I = \delta(r-r')$. $\delta \psi^{(\pm)}$ and $\phi$ are column vectors whose components are functions $\delta \psi_i^{(\pm)}(r)$ and $\phi_i(r)$, respectively. $A$ and $B$ are matrices whose dimension is equal to the number of occupied orbitals, and each component is the integral kernel,

$$
A_y = (h_i(r) - \varepsilon_i) \delta(r-r') + \phi_i(r) \frac{\delta h(r) \delta n(r')}{\delta n(r')},
$$

$$
B_y = \phi_i(r) \frac{\delta h(r) \delta n(r')}{\delta n(r')} \delta \psi_i^{(+)}. 
$$
Equation (35) is the equation of linear response TDDFT for a fixed frequency, convenient for computation in the 3D grid representation. To obtain dipole polarizability, the potential is set to $V_{ext}(r) = r$. For each frequency $\omega$, Eq. (35) is solved repeatedly to calculate $\delta \psi_{i}^{(+)}$ and $\delta \psi_{i}^{(-)}$. The density $\delta n(r)$ is then constructed by Eq. (34). The polarizability is calculated from the density $\delta n(r)$ by $\alpha_{\nu}(\omega) = -e^2 \int dr \; r_{\mu} \; \delta n(r)$. In the 3D grid representation, Eq. (35) is a linear algebraic equation. We found the equation can be efficiently solved by iterative procedures such as the conjugate gradient method [8].

3.5 Eigenvalue problem

In the absence of the external potential, Eq. (35) can be regarded as an eigenvalue problem in which the eigenvalues $\hbar \omega$ provide excitation energies [17]. In the 3D grid representation, the dimension of the matrix is $2N_{\text{orb}} N_{\text{occ}}$, where $N_{\text{orb}}$ is the number of grid points and $N_{\text{occ}}$ is the number of occupied orbitals. The number of the eigenvalues is equal to the number of this dimension. The eigenvalues of this equation appear in a pair, $\pm \hbar \omega$. Suppose that $\hbar \omega_{n}$ is an eigenvalue with the eigenvector $|\psi_{n}^{+} \rangle$ and $|\psi_{n}^{-} \rangle$. Then it can be easily seen that the eigenvector belonging to the eigenvalue $-\hbar \omega$ is given by $|\delta \psi_{n}^{(+)} , \delta \psi_{n}^{(-)} \rangle$. Only positive eigenenergies are physically relevant, and the number of physical eigenmodes is $N_{\text{orb}} N_{\text{occ}}$.

The equation in the 3D grid representation has a form of generalized eigenvalue problem. Again, the conjugate gradient method works well to obtain a few low-lying eigenvalues and eigenvectors. For each excitation, we need to store $\delta \psi_{i}^{(+)}(r)$ and $\delta \psi_{i}^{(-)}(r)$. To calculate several low-lying excitations, we need to find solution imposing orthogonality to other excited states which have been already obtained. Therefore, for each excitation, the memory requirement is two times that for the static calculation.

The eigenvalue problem approach is well suited to calculate very accurate solution for a few low-lying excitations. We have applied this approach to investigate electron-ion coupling [35, 36].

A more familiar form of the eigenvalue equation is the particle-hole representation which is obtained from the coordinate representation by expanding the unknown orbitals $\psi_{i}^{(+)}$ and $\psi_{i}^{(-)}$ in terms of the static Kohn–Sham orbitals,

$$
\psi_{i}^{(+)}(r) = \sum_{m} X_{im} \phi_{m}(r),
$$

$$
\psi_{i}^{(-)}(r) = \sum_{n} Y_{in}^{*} \phi_{n}(r),
$$

where, in the sum over $m$ and $n$, only unoccupied orbitals are necessary. The eigenvalue equation is expressed as

$$
\begin{pmatrix}
A & B \\
B^{*} & A^{*}
\end{pmatrix}
\begin{pmatrix}
X \\
Y^{*}
\end{pmatrix}
= \hbar \omega
\begin{pmatrix}
X \\
- Y^{*}
\end{pmatrix},
$$

where $A$ and $B$ are defined by

$$
A_{mn} = (\varepsilon_m - \varepsilon_n) \delta_{mn} \phi_{m}^{\dagger} \phi_{n}^{\dagger} + \phi_{m}^{\dagger} \delta h \phi_{n},
$$

$$
B_{mn} = \phi_{m}^{\dagger} \phi_{n}^{\dagger} \phi_{m} \phi_{n}.
$$

The dimension of the eigenvalue problem is $2N_{\text{occ}} N_{\text{unocc}}$, where $N_{\text{unocc}}$ is the number of unoccupied orbitals to be prepared. This method gains great efficiency when the orbital spaces $N_{\text{occ}}, N_{\text{unocc}}$ can be se-
verely truncated. This is the case for the calculation of the low-frequency dipole response of large systems below the photoionization threshold.

The matrix diagonalization in the particle-hole representation is a standard approach of TDDFT in the quantum chemistry calculations [9–16]. In these calculations, Eq. (40) is solved after transforming it to an Hermite eigenvalue problem of dimension \( N_{\text{occ}}N_{\text{unocc}} \). The matrix diagonalization approach is also adopted in [37] employing the 3D grid representation to prepare occupied and unoccupied orbitals.

### 4 Treatment of photoionization process

In finite systems, excited states are composed of discrete and continuum spectra. Above the ionization threshold, most of the photoabsorption cross section results in photoionization. To describe the process, scattering boundary condition must be imposed on the final state wave function. In the response function formalism, the boundary condition can be incorporated by expressing the independent-particle response function of Eq. (13) in terms of the Green’s function with appropriate boundary conditions.

\[
\chi_{\omega}(r, r', \omega) = \sum_i \left\{ \phi(r) G^{\gamma\gamma}(r, r', \epsilon_i - \hbar \omega) \phi^*(r') + \phi^*(r) G^{\gamma\gamma}(r, r', \epsilon_i + \hbar \omega) \phi(r') \right\}, \tag{43}
\]

where the single-particle Green’s function is defined by

\[
G^{\gamma\gamma}(r, r', E) = \langle r | (E - \hbar \omega)^{-1} | r' \rangle. \tag{44}
\]

The superscript \(+(-)\) indicates the outgoing (incoming) boundary condition.

For systems with spherical symmetry, the outgoing Green’s function can easily be constructed in the multipole expansion.

\[
G^{\gamma\gamma}(r, r', E) = \frac{2m}{\hbar^2} \sum_{l \text{ even}} Y_{\ell m}(\hat{r}) \left( \frac{u_{l}(r)}{W[u_{l}, w^{(\gamma)}_{l}(r)]} \right) Y_{\ell m}(\hat{r'}), \tag{45}
\]

where \( u_{l}(r) \) and \( w^{(\gamma)}_{l}(r) \) are radial wave functions in the static Kohn–Sham Hamiltonian \( h_0(r) \) at energy \( E \). The \( u_{l}(r) \) is a regular wave function and \( w^{(\gamma)}_{l}(r) \) are irregular wave functions with outgoing (+) and incoming (−) boundary conditions, respectively. The first TDDFT calculation for atoms and metallic clusters was achieved with this treatment for boundary condition [19, 20]. The same method has also been applied to the giant resonances of atomic nuclei [38].

To describe photoionization process for systems without spherical symmetry, we have developed two methods which are applicable in the 3D grid representation [34]. One is to impose the outgoing boundary condition approximately by placing an absorbing potential outside the molecule. This is applicable to both the real-time and the modified Sternheimer methods. The other is a more accurate approach which is applicable only in the modified Sternheimer approach. We explain both methods below.

#### 4.1 Absorbing boundary condition approach

Let us consider photoionization process of molecules in the real-time calculation. When an external field is applied to the molecule, the Kohn–Sham orbitals are excited and include components corresponding to unbound orbitals of the static Kohn–Sham Hamiltonian. During the time evolution, electrons excited to the unbound orbital are emitted outside the molecule. Once the electron is emitted outside the molecule, it never returns to the region around the molecule. The electrons emitted outside do not contribute to the transition density and to the polarizability, since the density change \( \delta n(r, t) \) given by Eq. (29) only includes terms which are products with the occupied Kohn–Sham orbitals.

In the 3D grid representation, we solve the TDKS equation inside a certain box area. In the time evolution, the electrons emitted to the continuum states are reflected at the box boundary, and return to the region of the molecule. The reflected wave makes a standing wave in the region of the molecule and
contributes to the polarizability. In other words, all the unoccupied orbitals become discrete states in the finite box-size calculation, and all the excitation spectra in the TDDFT are also discrete even above the ionization threshold. To describe ionization process adequately, one must remove electrons which are emitted outside the molecule during the time evolution.

An approximate removal of emitted electrons is feasible by placing an imaginary potential outside the molecule. In the presence of the negative imaginary potential, the flux is absorbed during the propagation. This is the so-called absorbing boundary condition (ABC) which has been originally developed in the field of atomic and molecular collisions [39, 41].

The absorbing potential should be smooth enough so that the flux getting into the region of the absorbing potential is not reflected. On the other hand, the absorbing potential should be strong enough so that all the flux is absorbed efficiently. These two conditions may be satisfied if one employs a thick area of absorbing potential. This however increases the number of grid points to be employed. We must find a compromise of these conflicting conditions.

The absorbing potential with a linear coordinate dependence is often employed and the condition for a good absorber has been well investigated. The potential is placed at a spatial region where radial coordinate \( r \) is greater than a certain radius \( R \) beyond which the electron density in the ground state can be negligible. Denoting the thickness of the absorbing region as \( \Delta R \), the absorbing potential is placed in the region \( R \leq r \leq R + \Delta R \),

\[
-iW(r) = \begin{cases} 0 & (0 < r < R) \\ -iW_0 \frac{r - R}{\Delta R} & (R < r < R + \Delta R). 
\end{cases}
\] (46)

The height \( W_0 \) and the width \( \Delta R \) must be carefully chosen. The WKB analysis provides the following condition among parameters to be a good absorber [34],

\[
20 \frac{E^{1/2}}{\Delta r \sqrt{8m}} < |W_0| < \frac{1}{10} \Delta r \sqrt{8mE^{1/2}},
\] (47)

where \( E \) is the energy of the particle that comes in in the region of the absorbing potential. The left inequality originates from the condition that the flux is well absorbed, while the right inequality from the condition that the flux is not reflected at by the absorber. In practice, the energy of the emitted electron is not unique. We first set the energy range for which we expect the absorbing potential works efficiently, and then find \( \Delta R \) and \( W_0 \) which satisfy Eq. (47) for the energy range.

The absorbing potential method can be applied to both real-time method and the modified Sternheimer method. In the real-time method, the absorbing potential is simply added to the Kohn–Sham Hamiltonian in the time evolution,

\[i\hbar \frac{\partial}{\partial t} \psi_i(r, t) = \{ \hbar [n(t)] - iW(r) + V_{\text{ext}}(r, t) \} \psi_i(r, t).
\] (48)

In the presence of the absorbing potential, the time evolution is no more unitary. However, we have found that the time evolution is stable with the algorithm of Taylor expansion.

In the modified Sternheimer method, the absorbing potential is added to the static Kohn–Sham Hamiltonian \( h_0(r) \) in Eq. (36). In this case, the energy transferred from the external field to the electron is a fixed value, \( \hbar \omega \). However, the energy of the electron emitted to the continuum is \( \hbar \omega + \varepsilon \), dependent on the orbital energy. In the presence of the absorbing potential, the coefficient matrix of Eq. (35) is no more hermite. In that case, a Bi-conjugate gradient method may work well to solve the equation.

### 4.2 Green’s function method

We next consider a method to impose the outgoing boundary condition accurately in the modified Sternheimer formalism [34]. In Section 3.4, we stated that Eq. (35) should be solved to obtain \( \delta \psi^{(2)}(r) \) and
then the transition density $\delta n(r)$ is calculated by Eq. (34). Here we consider the modified Sternheimer method in a slightly different way.

To describe ionization, the outgoing boundary condition should be imposed on $\psi^{(+)}(r)$. This is achieved by rewriting Eq. (31) as follows:

$$\delta \psi^{(+)}(r) = \int dr' G^{(+)}(r, r', \hbar \omega + \epsilon_j) V_{\text{rel}}(r') \phi(r'),$$

(49)

where the self-consistent potential including dynamical screening effect is given by

$$V_{\text{def}}(r) = V_{\text{rel}}(r) + \int dr' \frac{\delta h_{\text{Kohn}}[n(r')]}{\delta n(r')} \delta n(r').$$

(50)

Since $\delta n(r)$ is given by Eq. (34) and is included in $V_{\text{def}}(r)$, these equations should be solved self-consistently for $\delta n(r)$. In the 3D grid representation, this is a linear algebraic problem for $\delta n(r)$ and can be solved by the iterative method. In the iterative procedure, one must calculate $\delta \psi^{(+)}(r)$ defined by Eq. (49) for a given potential $V_{\text{def}}(r)$.

Since we consider a case in which the static Kohn–Sham Hamiltonian $h_0(r)$ is not spherically symmetric, multipole expansion of the Green’s function, Eq. (45), cannot be used. We instead utilize the integral equation for the Green’s function. We first divide the potential in the static Kohn–Sham Hamiltonian into two: one is the local potential $V_0(r)$ which is spherically symmetric and may be long ranged. The other is the non-spherical potential which is short-ranged and may be non-local, $\tilde{V}(r, r')$. Then there follows

$$G^{(+)}(r, r'; E) = G_0^{(+)}(r, r'; E) + \int dr'' dr''' G_0^{(+)}(r, r''; E) \tilde{V}(r'', r''') G^{(+)}(r''', r'; E),$$

(51)

where $G_0^{(+)}$ is the Green’s function for the Hamiltonian involving the spherical potential $V_0(r)$. Employing this identity, Eq. (49) can be written in the following way,

$$\delta \psi^{(+)}(r) - \int dr' dr'' G_0^{(+)}(r, r'; \hbar \omega + \epsilon_j) \tilde{V}(r', r'') \delta \psi^{(+)}(r'')$$

$$= \int dr' G_0^{(+)}(r, r'; \hbar \omega + \epsilon_j) V_{\text{rel}}(r') \phi(r').$$

(52)

This is a linear algebraic equation for $\delta \psi^{(+)}(r)$ in the 3D grid representation, and we can solve it employing an iterative method. As part of the procedure, one must calculate integrals of the form

$$g(r) = \int dr' G_0^{(+)}(r, r'; E) f(r'),$$

(53)

where $f(r) = V_{\text{rel}}(r) \phi(r)$ and $f(r) = \int dr' \tilde{V}(r, r') \delta \psi^{(+)}(r')$. We note that the function $f(r)$ is a short range function since it include occupied orbitals $\phi(r)$ or short range potential $\tilde{V}(r, r')$. To calculate $g(r)$ from $f(r)$ in the 3D grid representation, we recast the equation into differential form,

$$\left\{ E - \frac{\hbar^2}{2m} \nabla^2 + V_0(r) \right\} g(r) = f(r).$$

(54)

This is a linear algebraic equation for $g(r)$ and is again solved by an iterative method. In the iterative procedure, the values of the function $g(r)$ outside the spatial area of grid points are required to evaluate the Laplacian operator in the grid points. Suppose that we employ grid points inside a spherical region of radius $R$. We prepare the boundary values of $g(r)$ outside the radius $R$ by employing the multipole expansion of the Green’s function $G_0^{(+)}$, Eq. (45). Namely, we first calculate the multipole moment of $f(r)$,

$$f_m = \frac{2m}{\hbar^2 W[U_i, W_j^{(\alpha)}]} \int_{r < R} \frac{U_i(r)}{r} Y_m^{(\alpha)}(\hat{r}) f(r).$$

(55)
The function $g(r)$ outside the sphere is calculated by

$$g(r)_{r > R} = \sum_{lm} f_{lm} Y_{lm}(r) \frac{Y_{lm}(\hat{r})}{r}.$$  \hfill (56)

The Green’s function method thus requires to solve multiple nested linear algebraic equations, which is summarized as follows. For the external potential $V_{\text{ex}}(r) = \epsilon$, we solve the transition density $\delta(n(r))$ which is given by Eqs. (49), (50), and a similar equation for $\delta\psi(r)$. This is the linear algebraic equation whose dimension is equal to $N$, the number of grid points. In the iterative procedure, we solve Eq. (52) for $\delta\psi(r)$ for a given self-consistent potential $V_{\text{scf}}(r)$. This is again a linear algebraic equation of dimension $N$ for each occupied orbital index $i$. In this procedure, we need to evaluate the operation of the Green’s function with spherical potential, Eq. (53). We achieve it by solving Eq. (54), which is again a linear algebraic equation of dimension $N$. In solving the linear algebraic equations, the conjugate gradient method and its variant offer a stable and efficient scheme.

5 Example: optical absorption of ethylene molecule

In this section, we demonstrate the numerical method presented in the previous sections taking the optical response of ethylene molecule as an example.

In Fig. 1, real-time calculations are shown employing electric fields of three different time profiles. In all cases, the electric field is applied to the direction of molecular axis involving two Carbon atoms. The polarization is calculated along the same axis. In the calculation, grid points inside a sphere of 6 Å radius are employed with grid spacing of 0.3 Å. The gradient correction [18] is included in the exchange-correlation potential. In the calculation, scattering boundary condition is not taken into account, so that all the excited states appear discrete spectrum even above the ionization threshold.

In the upper panels (a-1, 2, 3), an impulsive field is used. In the middle panels (b-1, 2, 3), a static field is abruptly applied at $t = 0$. In the lower panels (c-1, 2, 3), a pulse field with Gaussian envelope is applied. The left three panels (a, b, c-1) show the time profile of the electric field. The middle three panels

![Fig. 1 Real-time optical response calculation for ethylene molecule. The left panels show time profile of three different electric field $E(t)$ applied to the molecule. The middle panels show induced polarization $p(t)$. The right panels show the oscillator strength distribution. See text for more detail.](image-url)
(a, b, c-2) are induced polarizations. In (a-2), a sharp peak is seen at $t = 0$. Since all electrons are kicked by the impulsive force, all the electrons contribute coherently to the polarization at $t = 0$. In (b-2), the oscillation is seen around negative constant value. Since a constant electric field $E_0$ is applied at $t > 0$, the oscillation is around the static polarization $p_0 = a(0)E_0$. The right three panels (a, b, c-3) are the oscillator strength distribution which is proportional to the imaginary part of the polarizability multiplied by the frequency, $\frac{df}{dE} \propto \omega \text{Im} \alpha(\omega)$. As mentioned in Section 3.3, one may calculate the polarizability for any of the time profiles. The oscillator strength distributions calculated from the three different electric fields indeed coincide to each other. In the calculations of lower three panels (c-1, 2, 3), a pulse of Gaussian envelope, $E(t) = E_0 \cos(\omega_0 t) \exp\left(-\gamma(t-t_0)^2\right)$, with $\hbar \omega_0 = 10 \text{ eV}$, $t_0 = 1.5 \hbar \text{ eV}^{-1}$, $\gamma = 5 \text{ (eV/\hbar)^2}$ is used. The Fourier transform of this pulse, $E(\omega)$, has an intensity peak at $\hbar \omega_0 = 10 \text{ eV}$ with a width of 5 eV. In contrast to the two electric fields of (a) and (b) which has a sensitivity in full spectral region, the Gaussian pulse (c) has a sensitivity only in the spectral region where $E(\omega)$ is large, below 20 eV.

We next demonstrate the effect of the boundary condition. In Fig. 2, oscillator strength distribution of ethylene molecule is shown in the real-time calculation with absorbing boundary condition (left panel) and in the Green’s function method (right panel), which was presented in Ref. [34]. In this calculation, oscillator strength distributions for three Cartesian directions are summed.

In the left panel, the calculations with and without absorbing potential are compared. The dashed line shows result employing grid points inside a sphere of 10 Å without absorbing potential. The solid line shows result employing grid points inside 16 Å, $R = 6$ Å plus $\Delta R = 10$ Å. The strength of the absorbing potential is $H'_0 = 4$ eV. The HOMO orbital energy is $-11.7$ eV in the calculation; thus the strength above 11.7 eV corresponds to photoionization. Below the threshold, both calculations coincide to each other. Above the threshold, the calculated strength without the absorbing potential oscillates due to the reflection of the emitted electrons at the boundary.

In the right panel, the oscillator strength calculated with the Green’s function method is compared with measurement [40]. The calculations with the absorbing boundary condition and with the Green’s function method coincide to each other to high accuracy. Looking in detail, the oscillator strength in the real-time calculation shows oscillation at around 35 eV which is not seen in the Green’s function calculation. This may be caused by an insufficient absorption in the real-time calculation.

![Fig. 2](https://www.pss-b.com)

**Fig. 2** Oscillator strength distribution of ethylene molecule. The upper panel shows real-time calculation with (bold) and without (thin) absorbing potential. The lower panel show the calculation with the Green’s function method and the measurement [40]. The TDDFT calculation is achieved with the gradient correction [18] with the local-density approximation (TDLDA+LB94).
In this example, the oscillator strength is reproduced with high accuracy by the TDDFT calculations. We have calculated optical responses of many other molecules. Some organic molecules are reported in [42]. Photoabsorption of carbon [43] and silver [44] clusters were also investigated. In addition to the photoabsorption, optical activity is investigated in [45]. In Ref. [46], the photoabsorption of structural isomer molecules are analyzed.

6 Real-time, real-space treatment of periodic systems

The optical properties of the bulk periodic system is characterized by the frequency-dependent dielectric function. In this section, we discuss an extension of the real-time method presented in Section 3.3 for infinite periodic systems. In Ref. [47], we discussed this issue starting from a certain Lagrangian appropriate to the problem. We here explain the set of equations stressing a connection with the real-time method for finite systems.

A real-time formalism discussed in Section 3.3 is not directly applicable to infinite periodic systems, since the dipole potential \( V_{\text{ext}}(\mathbf{r}, t) = eE(t)\mathbf{r}_\nu \) violates the periodicity of the Kohn–Sham Hamiltonian. To recover the periodicity and to apply the Bloch’s theorem to TDKS equation, we first make a gauge transformation,

\[
\psi_\nu(\mathbf{r}, t) = \exp \left[ \frac{i e}{\hbar c} A(t) \mathbf{r}_\nu \right] \tilde{\psi}_\nu(\mathbf{r}, t). \tag{57}
\]

Here \( A(t) \) is a time-dependent, spatially-uniform vector potential which is related to the external electric field \( E(t) \) by \( E(t) = -(1/c) \partial A(t)/\partial t \). The TDKS equation with the external electric field \( E(t) \) is transformed to

\[
\frac{i\hbar}{\partial t} \tilde{\psi}_\nu(t) = \frac{1}{2m} \left( p + \frac{\hbar c}{e} A(t) \mathbf{r}_\nu \right)^2 + V_{\text{loc}}(\mathbf{r}) + e^{-i e A(t) \mathbf{r}_\nu / \hbar c} V_{\text{nonloc}} e^{i e A(t) \mathbf{r}_\nu / \hbar c} \tilde{\psi}_\nu(t), \tag{58}
\]

where \( \mathbf{r}_\nu \) is a unit vector for \( \nu \)-direction.

The dipole moment cannot be defined for infinite systems, either. We instead consider a current integrated over the space, which is a time derivative of the dipole moment.

\[
l_\nu(t) = \frac{d}{dt} p_\nu(t)
\]

\[
= -\frac{e}{m} \sum_i \int d\mathbf{r} \psi_i^*(\mathbf{r}, t) \frac{-i\hbar}{\partial \mathbf{r}_\nu} \psi_i(\mathbf{r}, t)
\]

\[
-\frac{i e}{\hbar} \sum_j \int d\mathbf{r} d\mathbf{r}' \psi_i^*(\mathbf{r}, t) \left\{ V_{\text{nonloc}}(\mathbf{r}, \mathbf{r}') \mathbf{r}'_\nu - V_{\text{nonloc}}(\mathbf{r}, \mathbf{r}') \mathbf{r}_\nu \right\} \psi_j(\mathbf{r}, t), \tag{59}
\]

where we note that the nonlocality of the pseudopotential contributes to the current as given in the last term.

To apply the real-time method to infinite periodic systems, one more thing must be taken into consideration: the surface charge effect. The macroscopic electric field inside a material, \( E(t) \), is composed of the external electric field, which is proportional to the electric flux density \( D(t) \), and the macroscopic electric field induced by the polarization \( P(t) \) at the surface.

\[
E(t) = D(t) - 4\pi P(t). \tag{60}
\]

Since the polarization at the surface is induced by the current inside a unit cell, we have

\[
\frac{d}{dt} P(t) = \frac{1}{\mathcal{V}} i_\nu(t), \tag{61}
\]
where $\Omega$ is a volume of the unit cell, and $i_\mu$ is defined as an integral of the current over the unit cell of volume $\Omega$. To write up a closed set of equations, we introduce an induced vector potential $A_{\text{ind}}(t)$, which is related to the polarization by $P(t) = (1/4\pi c) (\partial A_{\text{ind}}(t)/\partial t)$. Equation (61) is expressed for $A_{\text{ind}}(t)$ as

$$\frac{\partial^2}{\partial t^2} A_{\text{ind}}(t) = \frac{4\pi c}{\Omega} i_\mu(t).$$  

(62)

The vector potential $A(t)$ in the TDKS Eq. (58) should be a sum of the external one $A_{\text{ext}}(t)$, which is related to $D(t)$ by $D(t) = -(1/c) (\partial A_{\text{ext}}(t)/\partial t)$, and the induced one $A_{\text{ind}}(t)$. We now arrive at a closed set of equation, Eq. (58) with $A(t)$ replaced with $A_{\text{tot}}(t) = A_{\text{ext}}(t) + A_{\text{ind}}(t)$, Eq. (62) for the time evolution of the induced vector potential, and Eq. (59) in which the spatial integral should be taken over the unit cell.

As in the calculation of the polarizability, one may calculate the dielectric function $\varepsilon(\omega)$ from real-time Kohn–Sham calculation with external vector potential of any time profile. The dielectric function $\varepsilon(\omega)$ is defined to relate the electric flux density and the total macroscopic electric field of frequency $\omega$,

$$D(t) e^{i\omega t} = \varepsilon(\omega) E(t) e^{i\omega t}.$$  

(63)

Expressing in terms of the vector potential, we have an expression which allows us to calculate dielectric function from TDKS solution,

$$\int dt \ e^{i\omega t} D(t) = \varepsilon(\omega) \int dt \ e^{i\omega t} E(t).$$  

(64)

A simple and useful choice of the external vector potential is a step function, $A_{\text{ext}}(t) = A_\theta \delta(t)$. This corresponds to the impulsive electric field, $E(t) = -(1/c) (dA(t)/dt) = -(1/c) A_\theta \delta(t)$. Calculation of the dielectric function employing the present formalism is given in [47], taking diamond and Li metal as examples.

7 Summary

In this article, we presented several formalisms of the linear response time-dependent density-functional theory which we have implemented in the three-dimensional uniform grid representation.

For isolated systems, three methods are presented: a real-time method, modified Sternheimer method, and the eigenvalue problem approach. They show their own characteristic in the application. The real-time method is superior to obtain a spectrum of whole spectral region. This is especially suitable for metallic systems where optical responses are dominated by the plasma oscillation which consists of a number of excitations. Modified Sternheimer method is suitable to calculate accurate response for a fixed frequency. Especially, it suits ideally for calculations of nonlinear optical responses. The eigenvalue method is suitable to calculate a few low-lying excitations accurately.

All the methods have a common feature that they do not require construction of the unoccupied Kohn–Sham orbitals. They do not employ a basis function expansion, in contrast to the implementation in the quantum chemistry calculations. The convergence of the calculation may be examined by a relatively simple two parameters, the size of the spatial region and the grid spacing. They also show similar computational aspects: storage requirement scales as the square of the system size. Regarding the computational time, the TDDFT calculations scale as again the square of the system size, once the ground state is constructed. The ground state construction scales as the cube because of the orthogonalization among orbitals. However, the TDDFT calculations do not involve any orthogonalization step.
It is well recognized that the 3D grid representation is suitable for parallel computation with distributed memory systems. The frameworks presented in this article are, therefore, suitable for the implementation in the parallel computation and have a potential usefulness to study electronic excitations of large systems. Study in this direction is now under progress.
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