The Relation Between Classical and Quantum Mechanical Rigid Motion
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Conditions are given on a quantum-mechanical system which effectively reduce the Hamiltonian to a rigid body Hamiltonian derived with classical mechanics.

INTRODUCTION

In several quantum systems the question arises of finding a well-known classical collective Hamiltonian as an approximation to the microscopic quantum-mechanical Hamiltonian. The classical collective Hamiltonian of few coordinates is derived by assuming the system is rigid in all but a few coordinates. Although this will not be exact for the quantum system, it may be a reasonable limit of the actual dynamics, and it is useful to know what assumptions it involves. A particular case which has received much attention is the rotational energy of a nucleus [1]. This has been treated often by specialized techniques not applicable to other types of rigid motion. We will show below a general technique to reduce a quantum-mechanical Hamiltonian to a rigid Hamiltonian by straightforward approximations. These approximations separate the collective and intrinsic motion in a way quite analogous to the Born–Oppenheimer approximation for molecular and electronic motion [2]. The Hamiltonians are defined by contact (nonsingular) coordinate transformations from the Hamiltonian of point particles. Thus the method is useful where the collective coordinates can be defined by a transformation. Unfortunately the general problem of nuclear rotation cannot be treated this way, since the collective coordinates are not well-defined. We will discuss several cases in nuclear physics where the method is applicable, involving the alpha-particle model of nuclear structure.
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THE HAMILTONIAN

We first review the classical Hamiltonian theory of rigid motion. The theory starts with the Lagrangian of point particles,

\[ L = \frac{1}{2} \sum_i m_i \dot{x}_i^2 - V(\cdots x_i \cdots). \]

We shall make a coordinate transformation \( x \rightarrow \xi_m \), and then go to the Hamiltonian representation. In terms of the new coordinates, the Lagrangian is

\[ L = \frac{1}{2} \sum_{ijk} \dot{\xi}_i G_{kk} m_{kk} G_{kk} \dot{\xi}_j - V(\cdots \xi_i \cdots). \]

The matrix \( G_{lm} \) is related to the coordinate transformation \( x_i = x_i(\xi_m) \) by

\[ G_{lm} = \frac{\partial x_i}{\partial \xi_m} (\cdots \xi \cdots). \]

The new coordinates are separated into two groups: the \( \xi_c \) with \( c \leq i_0 \) which are collective variables, and the \( \xi_i \) with \( i > i_0 \), which are the remaining internal coordinates. The system is supposed to be rigid in the internal coordinates, allowing us to ignore them in passing to the Hamiltonian representation. We thus consider only the reduced Lagrangian,

\[ L = \frac{1}{2} \sum_{cc' \leq i_0} \dot{\xi}_c G_{kk} m_{kk} G_{kk} \dot{\xi}_{c'} - V(\cdots \xi_i \cdots). \]

To derive the rigid Hamiltonian, define the canonical momenta

\[ P_c = \partial \frac{L}{\partial \dot{\xi}_c} = \sum_{c' \leq i_0} G_{kk} m_{kk} G_{kk} \dot{\xi}_{c'} \cdot \]

The Hamiltonian is related to the Lagrangian by the equation

\[ \mathcal{H} = \sum_{cc' \leq i_0} P_c \dot{\xi}_c - L = \frac{1}{2} \sum_{cc' \leq i_0} \dot{\xi}_c G' m G \dot{\xi}_{c'} + V. \]

This is expressed in terms of the canonical momenta by the quadratic form

\[ \mathcal{H} = \frac{1}{2} \sum_{cc' \leq i_0} P_c (M^{-1})_{cc'} P_c + V(\cdots \xi_i \cdots). \]

The mass matrix appearing in this equation may be obtained from (5) and (6) and is

\[ (M^{-1})_{cc'} = ((G' m G)_{ij \leq i_0})^{-1}. \]
Note that this matrix is the inverse of the \( i_0 \times i_0 \) submatrix of \( GmG \), rather than the inverse of the full matrix.

Turning to the quantum-mechanical problem, the semiclassical prescription is to replace \( P_c \) by \( \hbar (\partial / \partial \xi_c) \) in the above Hamiltonian (7). Our object is to obtain this result from the fundamental quantum-mechanical Hamiltonian,

\[
H = -\frac{\hbar^2}{2} \sum_i \frac{1}{m_i} \frac{\partial^2}{\partial x_i^2} + V. \tag{9}
\]

This Hamiltonian is first transformed to the \( \xi \) coordinate system. This requires the relation between the gradient operator in different coordinate systems:

\[
\frac{\partial}{\partial x_i} = \sum_j F_{ij} \frac{\partial}{\partial \xi_j}, \tag{10}
\]

where

\[
F_{ij} = \frac{\partial \xi_j}{\partial x_i} = G_{ij}^{-1}. \tag{11}
\]

To derive the Pauli form of the transformed Hamiltonian, we consider the integral over the Hamiltonian density

\[
\int dv \langle H \rangle = + \frac{1}{2} \sum_i \int d^N x_i \frac{1}{m_i} (\nabla_i \varphi)^* \cdot (\nabla_i \varphi) + \langle V \rangle. \tag{12}
\]

Substituting (10) and then integrating by parts yields

\[
\int dv \langle H \rangle = \frac{1}{2} \sum_i \int d^n \xi \left| g \right| \frac{1}{m_i} \left| \sum_j G_{ij}^{-1} \frac{\partial}{\partial \xi_j} \varphi \right|^2 + \langle V \rangle
\]

\[
= -\frac{1}{2} \int d^n \xi \left| g \right| \varphi^* \left| g \right|^{-1} \sum_{ij} \frac{\partial}{\partial \xi_j} \left| g \right| G^{-1} \frac{1}{m} G^{-1} \frac{\partial}{\partial \xi_i} \varphi + \langle V \rangle. \tag{13}
\]

In these equations \( \left| g \right| \) is the Jacobian of the transformation of coordinates. Omitting summation symbols, the new Hamiltonian density may be written,

\[
H = -\frac{1}{\left| g \right|} \frac{1}{2} \frac{\partial}{\partial \xi} \left| g \right| G^{-1} \frac{1}{m} G^{-1} \frac{\partial}{\partial \xi} + V. \tag{14}
\]

The Hamiltonian is reduced by considering only the collective variables in the dynamics,

\[
H_{cc} = -\frac{1}{2} \frac{\partial}{\partial \xi_c} \left| g \right| G^{-1} \frac{1}{m} G^{-1} \frac{\partial}{\partial \xi_c} + V. \tag{15}
\]
This quantum-mechanical Hamiltonian may be compared with the classical Hamiltonian (7). One difference is the presence of the factors $\frac{1}{l_i} g \times |g_i|$ in the above expression (15). These factors are required to make the Hamiltonian density Hermitean, and do not concern us. A more important difference is that the mass matrix appearing in the quantum problem,

$$\left(G^{-1} \frac{1}{m} G^{-1}\right)_{c^c \leq i_o} = \left((GMG)^{-1}\right)_{c^c \leq i_o},$$

is not identical to the mass matrix appearing in the classical problem,

$$(GMG)_{c^c \leq i_o}^{-1}.$$

The reason the reduced quantum Hamiltonian is different is that the internal momenta have been set equal to zero. This is not consistent with classical rigidity, which requires the $\xi_i$ to be well-localized. To develop a better approximation, consider a wavefunction of the form

$$\psi(\xi_c, c \leq i_o) \prod_{i > i_o} \varphi(\xi_i - \xi_i).$$

The $\varphi$ is a function only of the collective coordinates, and the $\varphi(\xi_i - \xi_i)$ are localized wavefunctions in the internal coordinates. We take the $\varphi$ to be oscillator functions, in order to evaluate the matrix elements of $\partial/\partial \xi_i$ and $(\partial/\partial \xi_i)^2$ easily. Formally, we approximate the potential in the internal coordinates by a quadratic potential and divide the Hamiltonian into three parts.

$$H = H_{cc} + H_{ci} + H_{ii}$$

$$H_{ci} = \sum_{\xi \leq i_o} \left[ \frac{\partial}{\partial \xi_c} \left(G^{-1} \frac{1}{m} G^{-1}\right)_{ci} \frac{\partial}{\partial \xi_i} + \frac{\partial}{\partial \xi_i} \left(G^{-1} m^{-1} G^{-1}\right)_{ci} \frac{\partial}{\partial \xi_c} \right]$$

$$H_{ii} = \frac{1}{2} \sum_{i > i_o} \left[ \frac{\partial}{\partial \xi_i} \left(G^{-1} \frac{1}{m} G^{-1}\right)_{ii} \frac{\partial}{\partial \xi_i} + \sum_{i > i_o} K(\xi_i - \xi_i)^2 \right].$$

The part $H_{ii}$ acts only on the intrinsic coordinates, and $H_{ci}$ couples the intrinsic to the collective motion. We will now find the matrix elements of $H_{ci}$ and $H_{ii}$ to construct an effective Hamiltonian of the collective coordinates. If there were only one internal coordinate, the energy of the internal Hamiltonian and the matrix element of the internal momentum would be given immediately by

$$\langle \varphi_i | H_{ii} | \varphi_i \rangle = \frac{1}{2} \left[(G^{-1} m^{-1} G^{-1})_{ii} K\right]^{1/2} = \frac{1}{2} \hbar \omega_i$$

$$\langle \varphi_i' | H_{ii} | \varphi_i \rangle = \frac{3}{2} \hbar \omega_i$$

$$\langle \varphi_i' | \frac{\partial}{\partial \xi_i} | \varphi_i \rangle = \left[\frac{K}{4(G^{-1} m^{-1} G^{-1})_{ii}}\right]^{1/4}.$$
Terms linear in the internal momenta occur in $H_{ci}$; these contribute to the ground state energy in second-order perturbation theory. We evaluate this second-order perturbation using the intermediate state energy of the intrinsic Hamiltonian. This, of course, is valid only if the excitation energy of the intrinsic Hamiltonian is large compared to the excitation of the collective part of the Hamiltonian. Using the matrix elements (18), the result for the second-order energy is

$$E^{(2)} = -H_{ci} \frac{1}{\hbar \omega_i} H_{ie}$$

$$= \frac{1}{2} \frac{\partial}{\partial \xi_e} (G^{-1} m^{-1} G^{-1})_{ei} (G^{-1} m^{-1} G^{-1})_{ii}^{-1} (G^{-1} m^{-1} G^{-1})_{ie} \frac{\partial}{\partial \xi_e}.$$

(19)

Notice that this expression does not depend on the spring constant $K$. Equation (19) was derived for the case of only one internal coordinate, but is actually valid for an arbitrary number of internal coordinates when $(G^{-1} m^{-1} G^{-1})_{ii}$ and $(G^{-1} m^{-1} G^{-1})_{ei}$ are interpreted as matrices. This may be seen by using a representation for the internal wavefunction in which $H_{ii}$ is diagonal. The final step in the construction of the effective Hamiltonian is to add the second-order correction (19) to the Hamiltonian (15) of the collective coordinates.

$$H_{eff} = H_{cc} + E^{(2)}$$

$$= -\frac{1}{2} \frac{\partial}{\partial \xi_e} [(G^{-1} m^{-1} G^{-1})_{ee} - (G^{-1} m^{-1} G^{-1})_{ei} (G^{-1} m^{-1} G^{-1})_{ii}^{-1} (G^{-1} m^{-1} G^{-1})_{ie}] \frac{\partial}{\partial \xi_e}.$$

(20)

The matrix in this Hamiltonian is identical to the classically derived mass matrix. This follows immediately from the formula for the inversion of a matrix by blocks,

$$M^{-1} = \begin{bmatrix} A & C \end{bmatrix}^{-1} = \begin{bmatrix} (A - CB^{-1}D)^{-1} & -(A - CB^{-1}D)^{-1}CB^{-1} \\ -(B - DA^{-1}C)^{-1}DA & (B - DA^{-1}C)^{-1} \end{bmatrix}.$$

(21)

With $M = G^{-1} m^{-1} G^{-1}$, our effective Hamiltonian (20) is obviously the inverse of the first block in (21); since the matrix itself is $M^{-1} - (G^{-1} m^{-1} G^{-1})^{-1} = GmG$, we recover the classical mass matrix (8).

**DISCUSSION**

A specific example showing the relation of the two Hamiltonians occurs in the formulation of the three-body problem. The Hamiltonian can be expressed in terms of the center-of-mass coordinates, the three Euler angles of the triangle formed by the particles, and three further internal coordinates. When the
orientation of the triangle is measured with respect to the principle axes of the
inertia tensor, the Hamiltonian is of the form [3]

\[ H = \sum_{\alpha} \frac{L_{i\alpha}^2}{2J_i} + H \left( L_i, \frac{\partial}{\partial \xi_i} \right) + H_{ii}. \]  

(22)

In this equation, \( L_i \) are the angular momenta in the body-fixed system and the \( \xi_i \)
are the three internal coordinates. The moments of inertia \( J_i \) appearing in this
Hamiltonian are the so-called hydrodynamic moments of inertia. These may be
expressed in terms of the classical rigid body moments of inertia \( I \) as follows,

\[ J_i = \frac{(I_j - I_k)^2}{I_i}. \]  

(23)

It follows from the previous section that an effective Hamiltonian with rigid-
body moments of inertia may be obtained from (22) by treating the internal
coordinates with oscillator functions and using second-order perturbation theory,

\[ H_{\text{eff}} = \sum_{\alpha} \frac{L_{i\alpha}^2}{2J_i} = \sum_{\alpha} \frac{L_{i\alpha}^2}{2J_i} + H_{ei} \frac{1}{H_{ii} - E} H_{ii}. \]  

(24)

This will be a poor approximation for the 3-nucleon problem, where the oscillator
model is quite poor for the internal coordinates. It might be quite good for the
3 - \( \alpha \) model of \(^{12}\text{C}\), however; the internal coordinates are concentrated at a
definite position, and could be fairly approximated by oscillators.

A second example of this correspondence occurs in an \( \alpha \)-particle model of
\(^{16}\text{O}\) [4]. The four \( \alpha \)-particles are assumed to lie on two equilateral triangles with
a common side. The angle between the triangles is allowed to vary. The classically
derived Hamiltonian for this "hinged plate" model is

\[ \bar{H}_0 = - \frac{\partial}{\partial \theta} m_{\alpha}r^2 \frac{\hbar^2}{2} \frac{1}{\frac{1}{2} \cos^2 \theta} \frac{\partial}{\partial \theta} + \bar{V}(\cdots \xi_i \cdots). \]  

(25)

Here \( \theta \) is the angle between the two triangles. It is possible to make a coordinate
transformation on the quantum-mechanical 4-body Hamiltonian to bring it to
the form,

\[ H = - \frac{\partial}{\partial \theta} \left( \frac{1}{m_{\alpha}r^2} \frac{\sin^2 \theta}{\frac{1}{2} \cos^2 \theta} \frac{\partial}{\partial \theta} + \bar{H}^{(1)} \left( \frac{\partial}{\partial \theta}, \frac{\partial}{\partial \xi_i} \right) + \cdots \right). \]  

(26)

As before, the mass parameter in (25) is recovered by the perturbation treatment
of \( H^{(1)} \). However, the equivalence is not complete in this case. The zero point
energy of the oscillators, \( \frac{1}{2} \sum_i \hbar \omega_i \), depends on the collective coordinate \( \theta \). We
thus find an extra potential energy that was not present in the classically derived
Hamiltonian. Also, the approximation of neglecting the energy of the collective part of the Hamiltonian in the energy denominator is not justified. In the $\alpha$-wavefunction, the other internal coordinates will be completely equivalent to the coordinate singled out as "collective", and so all energies will be about the same.
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